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Georgetown University

PICTURING, SIGNIFYING, AND ATTENDING1

Abstract. In this paper, I develop an empirically-driven approach to the relationship 
between conceptual and non-conceptual representations. I begin by clarifying Wilfrid 
Sellars’s distinction between a non-conceptual capacity to picture significant aspects of our 
world, and a capacity to stabilize semantic content in the form of conceptual representations 
that signify those aspects of the world that are relevant to our shared practices. I argue that 
this distinction helps to clarify the reason why cognition must be understood as embodied 
and situated. Drawing on recent models of attention and valuation, I then argue that the 
human brain constructs a dynamic model of the world that it has encountered, encoding 
higher-level regularities in the form of linguistically structured representations. And I 
conclude by arguing that this approach to cognition provides a set of critical resources for 
understanding the situated nature of social cognition.
Key words: Situated Cognition; Sellars; Cybernetics; Attention; Social Cognition

Introduction

Nutmeg is becoming impatient. It is early in the afternoon, and she is 
starting to feel hungry. She meows and paws at me. So I try to remind her 
that the auto-feeder will deliver her food at precisely 15:00; but she doesn’t 
seem to listen or care. As you might have guessed, Nutmeg is a cat; so she 
isn’t a language user, and it’s unlikely that her thoughts rely on symbolic states 
with precise conceptual and propositional structure. She seems to have a 

1 The ideas in this paper have been percolating for a very long time. They were first 
presented at a conference on Sellars’s Legacy, at the American University of Beirut (26 
May 2015). Various parts of this project were then developed in papers that I presented 
at The University of Maryland, Associazione Italiana di Scienze Cognitive, The George 
Washington University, Virginia Tech, The NEH Summer Institute on Presupposition 
and Perception, Minds Online, Universität Stuttgart, Université du Québec à Montréal, 
The University of Michigan, Georgia State University, and Mind & Life Europe. I am 
thankful for the discussions I had in each of these places, and for the chance to learn 
from many amazing philosophers and cognitive scientists. I would also like to offer 
a special thanks to Rebecca Todd for helping me to understand the importance of 
implicitly guided attention; I would like to thank Carl Sachs for numerous conversations 
about Sellars—and many other issues; and I would like to thank Carl Sachs, Ben Elzinga, 
Dan Williams, and two anonymous referees for this journal for their helpful comments 
on earlier drafts of this paper. Finally, and most importantly, I would like to thank Ruth 
Kramer for helping me work through the toughest parts of this paper, and for always 
being there when I struggle to find a way forward. 

Belgrade Philosophical Annual 31 2018 doi: 10.5937/BPA1831007H



8 Bryce Huebner

fairly good sense of where her food will be, and roughly when it will arrive; 
she also seems to have numerous learned expectations about the micro-world 
in which she lives; and there are many things that really do seem to matter to 
her—including access to food and human attention. But so far as I can tell, 
she doesn’t have anything like a mental language that consists of “word-sized 
concepts, sentence-sized intentional states and argument-sized inferences” 
(Williams 2018, 153). The neural representations that have been observed 
in the brains of nonhuman animals typically take the form of topographic 
maps, representations of local motion, efference copies, and forward models 
(Thomson & Piccinini 2018). And while such representations are sufficient 
to guide goal-directed behavior in specific contexts, they offer little insight 
into the human ability to “impose stability, order, and uniformity upon a 
conception of the world” (Akins 1996, 368).

While there are notorious difficulties with appeals to conceptual 
representations (Akins 1996, 367ff; Chomsky 1995; Thompson 2010), 
psychological explanations of human behavior commonly appeal to symbolic 
states that are “tailor-made for semantic interpretation” (Egan 2019, 247). 
This shouldn’t be surprising, as such states can be organized to yield networks 
of computational processes that can “directly encode and exploit the kinds 
of information that a human agent might consciously access when trying to 
solve a problem” (Clark 2014, 35; Newell & Simon 1956, 1976). And they 
seem to provide a nice bridge between our folk-ontology and a computational 
model of the mind (Schneider 2009; Salisbury & Schneider 2019). Of course, 
most cognitive scientists and many philosophers acknowledge that appeals to 
conceptual states are an idealization. But the assumption that human thought 
relies upon word-shaped concepts and sentence-shaped thoughts persists in 
many domains, shaping psychological hypotheses, and generating intractable 
disputes over the nature of mental representation. So we seem to face a 
dilemma: we can either treat the brain as a computational system, which 
operates over identifiable neural representations that have little in common 
with the folk understanding of thought; or we can work to preserve the model 
of thought that is central to folk-psychology, while abandoning hope when it 
comes to the computational theory of mind.

There are long running debates about these issues. And I don’t intend to 
address them head on. But I hope to make headway on these issues by providing 
an empirically-driven approach to the relationship between conceptual and 
non-conceptual representations; some aspects of this framework will be 
familiar, but by highlighting the importance of attention and valuation, I 
show that there is a way of seeing the brain as a dynamic system, which is 
shaped by our ongoing interactions with the world, and which also encodes 
higher-level regularities that take the form of linguistically structured 
representations. In making this case, I begin with the model of cognition that 
was developed by Wilfrid Sellars (1960). Sellars distinguished two kinds of 
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cognitive capacities: a non-conceptual capacity to picture significant aspects 
of our world; and a capacity to stabilize semantic content in the form of 
conceptual representations that signify those aspects of the world that are 
relevant to our shared practices. While this may seem like an odd place to 
start, I contend that the approach that Sellars advances helps to clarify the 
reason why cognition must be understood as embodied and situated, even if 
we retain a relatively traditional approach to cognitive processing. From here, 
I move to the implicit forms of valuation and attention that organize patterns 
of thought and behavior non-conceptually; and I argue that this addition 
to Sellars model can help to provide a more contemporary foundation for 
understanding the nature of conceptual thought. And I conclude by showing 
how this approach to cognition can be applied to help clarify the situated 
nature of social cognition.

1. Picturing the world

In one of the earliest philosophical articulations of the computational 
theory of mind, Sellars (1960) describes a robot that encodes information 
about the world in memory, by ‘printing sentences on its tape’. This robot 
wanders “around the world, scanning its environment, recording its 
‘observations’, enriching its tape with deductive and inductive ‘inferences’ 
from its ‘observations’ and guiding its ‘conduct’ by ‘practical syllogisms’ which 
apply its wired in ‘resolutions’ to the circumstances in which it ‘finds itself ’” 
(Sellars 1960, §39). Over time, the robot develops a better ‘understanding’ 
of the world, and becomes more attuned to the aspects of the world that are 
relevant to its needs. This robot looks a lot like the kind of learning machine 
that Alan Turing (1950) posits in the final section of “Computing machinery 
and intelligence”. And at least initially, it seems to rely on symbolic forms 
of representation, which can be nicely organized into a language of thought. 
But as the generous use of scare quotes suggests, Sellars was skeptical of this 
characterization of the robot as a conceptual system; and his distinction 
between picturing and signifying is intended to provide a way of decoupling 
the computational features of thought from the capacity for conceptual 
representation (Sellars 1960, §32).2 The significance of this claim will become 
clearer over the course of this paper; but for now, the important thing to note 
is that Sellars’s distinction turns on an account of the embodied strategies that 
cognitive systems develop as they learn to engage with aspects of the world 
that matter to them. Sellars argues that cognitive systems develop models 
of the world that they inhabit using simple forms of error-driven learning; 
the resulting models are highly structured, but they are not conceptually 
organized—they are holistically structured models that are constantly 

2 For alternative discussions of picturing, which explore Sellars’s claims in more detail, see 
Levine (2007), O’Shea (2007), and Sachs (2018). 
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updated in light of new information. That said, they provide the foundation 
for conceptual thought. But to see how they do so, it is necessary to first 
clarify the dynamic structure of these models.

1.1 What is a picture?

Throughout his career, Sellars (1956; 1960; 1974; 1981) explored a variety 
of different ways of understanding capacities for learning and self-regulation. 
He was an avid reader in the cognitive and behavioral sciences, and he often 
drew on something like Edward Tolman’s purposive behaviorism (cf., Olen 
2018). Tolman (1932) had argued that learning is an active and goal-directed 
process: animals explore different strategies for pursuing things that matter to 
them (e.g., finding food and cuddling with friends); they use their successes 
and failures to improve their understanding of the world; and over time, they 
construct cognitive maps that will effectively guide their behavior, at least in 
familiar contexts (Tolman 1948). Likewise, Sellars (1981 §56) argues that “to 
be a representational state, a state of an organism must be the manifestation 
of a system of dispositions and propensities by virtue of which the organism 
constructs maps of itself in its environment, and locates itself and its 
behavior on the map”; he claims that cognitive maps play a critical role in the 
guidance of flexible and adaptive forms of behavior; and, he appeals to forms 
of feedback-driven learning to explain how we construct “an increasingly 
adequate and detailed picture of ” the world (Sellars 1960, §40). But Tolman 
never explained how cognitive maps were realized in the brain; and at points, 
he seems to treat them as internal images that show up to the animal who 
uses them. By contrast, Sellars argues that cybernetic theory throws “light 
on the way that cerebral patterns and dispositions picture the world” (Sellars 
1960, §59). And this is where his approach diverges from standard forms of 
machine functionalism, yielding an embodied and situated understanding of 
thought and agency. Put much too simply for now, a cybernetic approach 
to cognition draws our attention to the control of purposive behavior; it 
highlights the importance of ongoing feedback in the production of resilient 
dynamic relations between an organism and the world; and while cybernetic 
systems can be designed to accommodate symbolic representations and 
person-level inferences, they tend to be more concerned with control over the 
actions that allow a system to survive and flourish in its natural environment.

While Sellars doesn’t go into detail on any of these points, they do play a 
prominent role in his discussion of embodiment (as I argue in the next sub-
section). And they do seem to be implicit in the accounts of cognition that he 
draws upon. Specifically, his reference to cybernetic theory as it would have 
been understood in the 1960 suggests a view of picturing that depends on 
informational relations, which can be implemented in the network structure 
of a brain. In the early 1940s, Warren McCulloch & Walter Pitts (1943) argued 
that the all-or-nothing character of neural activity allowed individual neurons 
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to function as logic gates, which could be cyclically organized to represent 
logically structured propositions. Skeptics quickly noted that neural activity 
could not be captured by digital flows of propositional states (Abraham 
2019); and a variety of cybernetic alternatives rapidly emerged, focusing on 
the nature of behavioral control in animals and machines (Wiener 1948). 
These approaches retained the commitment to mechanisms that detected, 
processed, interpreted, and stored information at multiple points in the brain. 
For example, Donald Hebb (1949) argued that associative learning could be 
implemented in a system that relied on the strengthening of connections 
between neurons that were active in concert, inducing lasting cellular 
changes that could facilitate the storage of information. Frank Rosenblatt 
(1958) used feedback-driven learning to show how classificatory information 
could be acquired and stored in the dynamic connections within a neural 
network. And having learned that cells are responsive to specific features of 
objects (e.g., length, orientation, contrast), Oliver Selfridge (1958) developed 
a pandemonium architecture, which used multiple ‘demons’, working in 
parallel to extract meaningful patterns from noisy signals.

As Sellars (1981, §64) notes, however, the storage and processing of 
information is only part of the story when it comes to the nature of mental 
representation: the cognitive maps we construct and use exploit a network 
of interconnected states, which drive motor activity, and generate reliable 
strategies for getting around in the world. And by the late 1950s, a similar 
insight had inspired research into the frog’s capacity to reliably detect, 
track, and consume fast moving insects. Building on the insights that had 
led Selfridge to develop the Pandemonium architecture, Jerome Lettvin 
and his colleagues (1959) argued that a plausible understanding of mental 
representations should appeal to the role of interacting systems in the 
guidance of goal-directed behavior. But they moved beyond computational 
models, to show how such operations could be implemented in a biological 
brain. They identified cells that were responsive to small dark shapes moving 
across the visual field; they suggested that computations carried out by these 
cells could be specified in terms of operations over edges and contrasts, 
curvature, movement, and luminance; and they argued that information 
from these cells was stored in a retinotopically organized map in the superior 
colliculus, which facilitated control over food-seeking behavior.

The representations posited by this model were deeply tied to adaptive 
behavior, and they were characterized in terms of feature detectors, 
retinotopic maps, and mathematical functions. Moreover, the systems 
that Lettvin and his colleagues posited were tightly coupled to the flow of 
information through specific neural systems, yielding a highly promising 
approach to linking neuroscience and behavior (Maturana et al 1959; Lettvin 
et al 1959). But just as importantly, these approaches described the relevant 
class of computations in mechanical terms; and any heuristic gloss of what 
the frog was representing (e.g., flies, or fast moving insects) would necessarily 
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go beyond what the data could support (cf., Egan 2014). Consequently, while 
these models revealed important facts about how frogs represent the world, 
they didn’t reveal anything about their ability to track the category ‘insect’ 
(this is the primary sense in which they are non-conceptual systems). Indeed, 
the mechanisms that were discovered in their eyes and brains only seemed to 
track differences in motion and light. Moreover, these models showed that the 
ability to reliably track these kinds of differences could be explained without 
attributing any sensitivity to any conceptual categories to the frog itself.

1.2 Recordings and embodiment

Sellars never addresses the frog’s capacity to picture the world. But 
even if he was unaware of this research, he was concerned with the kind of 
informational isomorphism that we find in the states of a neural network, 
and the mechanisms in the superior colliculus that preserve features of the 
world that are most salient to behavioral guidance. To see why, consider an 
analogy that he offers to the way that the groove on a vinyl record pictures a 
musical performance (Sellars 1960, §40). The groove is caused by the acoustic 
properties of a specific performance; and it records the sonic profile of the 
performance, using a function that maps acoustic differences onto differences 
in groove depth; and this recording can be recovered, using an inverting 
function to map differences in groove depth onto a sonic output. But while 
the record is always machine-readable, it only becomes person-usable when 
it is placed on a turntable, with the right kind of needle, rotating at the right 
speed, and sending the right kind of signal through an amplifier to a set of 
speakers. As I read him, this is why Sellars (1960, §40) suggests that this 
picture “cannot be abstracted from the procedures involved in making and 
playing the record”.3

Building on this analogy, we can see cognitive maps as recordings, which 
are produced by a mechanism that maps perceptible differences in evaluative 
salience onto differences in the structure of a neural network. In picturing the 
world, a cognitive system takes in perceptual information, represents it using 
an isomorphic relation, and uses this representation to guide its purposive 

3 Compare Frances Egan’s (2014, 116) description of the computation of the addition 
function: “A physical system computes the addition function just in case there exists a 
mapping from physical state types to numbers, such that physical state types related by 
a causal state-transition relation (p1, p2, p3) are mapped to numbers n, m, and n+m 
related as addends and sums. Whenever the system goes into the physical state specified 
under the mapping as n, and then goes into the physical state specified under the 
mapping as m, it is caused to go into the physical state specified under the mapping as 
n+m.” Importantly, this way of characterizing computation requires nothing more, and 
nothing less than: 1) a functional mechanism that can process variables that change states 
(e.g. patterns of neural spiking), 2) in accordance with rules that map inputs to outputs, 
3) in ways that are sensitive to the properties of these variables, and to differences 
between different portions of them (Piccinini 2015; Piccinini & Bahar 2013; Piccinini & 
Scarantino 2011).
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behavior. But like the grooves on a vinyl record, the patterns in a neural 
network do not picture something just by being present in the structure of a 
system; picturing “involves the manner in which the patterns...are added to, 
scanned, and re sponded to by the other components” of the system (Sellars 
1960, §40). And the isomorphic relations that encode information about the 
world only become a way of picturing things “by virtue of the physical habitus 
of the” system, that is “by virtue of mechanical and electronic propensities 
which are rooted, ultimately, in its wiring diagram” (Sellars 1960, §40).

This may seem like a strange way to phrase this claim. After all, the 
term ‘habitus’ is typically associated with the sociological research of Pierre 
Bourdieu. And it is commonly used to identify the network of embodied 
dispositions that organize an individual’s perception of, and actions within, 
the social world. But Sellars’s use of the term derives from the work of Thomas 
Aquinas.4 And here, an agent’s habitus is understood as a mode of being, 
which arises through their intentional and purposeful use of an extrinsic 
thing, in a way that “actualizes one of the open-ended range of potentialities 
for engaging with the world engendered by human reason” (Spencer 2015, 
121). For example, my use of the rakweh that I bought years ago in Beirut 
actualizes my ability to make coffee in a specific way; and it does so because 
my (learned) capacities for coffee-making fit with the function of the rakweh, 
in a way that actualizes a specific range of coffee-making activities. Extending 
these claims more broadly, we might say that picturing the world actualizes 
the ability to act in specific ways; and that it does so because we possess 
learned capacities that fit with the world, and that actualize specific forms 
of rationally structured action. To acquire a way of picturing the world is 
thus to become attuned to particular aspects of the world, and to orient our 
action toward them; but just as importantly, this structure of attunement 
is an embodied and situated strategy for engaging with the world, which 
constrains the sources of information that an agent will track and respond to, 
while delimiting their possibilities for acting.5

The mechanisms that produce such pictures must facilitate attunement 
to salient aspects of the world. They must produce internal states, which are 
isomorphic to salient features of the world; and in virtue of this fact, they 
must be able to guide purposive behavior. Finally, keeping with Sellars’s 
appeal to cybernetics, we should see these mechanisms as operating by 
changing connection weights between neurons, altering their tonic or phasic 
firing rates, or stabilizing isomorphic relations between the states of a brain 
and state of the world. And this brings us to Sellars’s core insight: picturing 

4 “Being and being known” was originally published in the Proceedings of the American 
Catholic Philosophical Association, and Sellars claims that it is an exploration of “the 
pro found truth contained in the Thomistic thesis that the senses in their way and the 
intellect in its way are informed by the natures of external objects and events”.

5 For a far more compelling defense of a nearby perspective, see Kukla (2017).



14 Bryce Huebner

is an activity, which depends on the use of a cognitive map to actualize one 
of an agent’s capacities for acting in an embodied, embedded, and situated 
way; and since cognitive maps provide a representation of an agent’s place 
in the world that they have encountered, they will always be deeply tied to 
that agent’s capacities for action (cf., Sellars 1978 §28–29).6 This insight also 
motivated much of the initial research in cybernetic theory. As Kenneth Craik 
(1943, 61) famously puts this point, if a cognitive system “carries a ‘small-scale 
model’ of external reality and of its own possible actions within its head, it is 
able to try out various alternatives, conclude which is the best of them, react 
to future situations before they arise, utilise the knowledge of past events in 
dealing with the present and future, and in every way react in a much fuller, 
safer, and more competent manner to the emergencies which face it”. But at 
the same time, such models must be open-ended and revisable. They cannot 
rely on static symbolic representations, and they cannot be decoupled from 
the world in which they are embedded. And by focusing on these aspects of 
Sellars’s model, we come to a more contemporary account of picturing.

2. A neo-Sellarsian approach to picturing

Thus far, I have argued that picturing is an activity that depends on 
the use of a cognitive map to actualize specific capacities for acting. In 
acquiring a way of picturing the world, an agent becomes attuned to salient 
phenomena, in ways that yield embodied and situated strategies for action, 
constrain the sources of information that an agent tracks and respond to, and 
delimit an agent’s possibilities for acting. But at the same time, such capacities 
must be flexible, open-ended, and revisable. This is something that Sellars 
seems to have recognized, but in thinking about the nature of picturing as 
a foundation for nonconceptual thought, the salience of this flexibility is 
crucially important. My aim in this section is to show that recent research 
on evaluative learning and the implicit guidance of attention provide a way 
of thinking about how these capacities emerge and stabilize in human minds. 
And while the underlying processes aren’t exactly maps or pictures, they do 
record information about the world in patterns of neural connectivity, and 
they sustain the kinds of behavioral capacities that I have been discussing. 
So they capture the core aspects of Sellars’s theory of picturing. That said, my 
discussion of attention and valuation go beyond anything that Sellars ever 
said. And they draw us closer to redeeming these cognitive capacities in the 
coin on cybernetic and neuroscientific data.

6 Here, too, Sellars seems to be following Tolman (1948, 192), who argues that mind is 
“more like a map control room than it is like an old fashioned telephone exchange. The 
stimuli, which are allowed in, are not connected by just simple one-to-one switches to the 
outgoing response. Rather, the incoming impulses are usually worked over and elaborated 
in the central control room into a tentative, cognitive-like map of the environment. And 
it is this tentative map, indicating routes and paths and environmental relationships, 
which finally determines what responses, if any, the animal will finally release.” 
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There is a broad consensus that typical humans rely upon a network 
of interacting systems—including the basal ganglia, amygdala, and anterior 
insula—to evaluate multiple kinds of information in parallel (cf., Gardner et 
al submitted; Gershman in press). Some of these systems track fluctuations 
in the value of rewards, others monitor changes in the probability of gains 
and losses, and others adjust subjective estimates of risk and uncertainty 
in light of experienced feedback (Montague et al 2012; Adolphs 2010). For 
example, the tonic and phasing spiking activity of dopaminergic neurons in 
the basal ganglia represent the predicted value and distribution of rewards; 
these patterns of activity are adjusted when rewards are better or worse than 
expected; and these adjustments continue until the value and distribution of 
rewards are predicted accurately (Schultz, 1998, 2010). Similar systems in 
the amygdala and striatum generate and revise predictions about aversive 
stimuli (Delgado et al 2008). And recent data suggest that subsecond 
dopamine fluctuations in the human striatum facilitate the computation of 
expected as well as merely possible outcomes (Kishida et al 2016). These 
systems sustain patterns of attunement to the evaluatively salient aspects of 
the world through Pavlovian and classical conditioning; their behavior is best 
understood computationally, but they do not rely on symbolic representations 
with determinate conceptual content. That said, they do play a critical role in 
orienting behavior toward evaluatively significant phenomena. And so long 
as the rate and value of risks, rewards, and threats remain relatively stable, 
these systems will tend to produce viable capacities to evaluate current and 
counterfactual situations (Railton 2014).

Like the cutting of grooves into a vinyl record, the activity of these 
computational systems shapes patterns of neural response, in ways that can be 
mapped onto properties of the world (e.g., reward, threat, and risk). While it 
would be a mistake to think that these systems yield anything like a geometric 
or relational map of the world, they do facilitate the storage of evaluatively 
salient information. They allow typical humans and many other animals to 
represent the rewards, threats, and risks they have previously encountered. 
And they orient patterns of thought and behavior, by constraining the sources 
of information that a typical human will track and respond to (for reviews in 
different domains, see Crockett 2013; Cushman 2013; Haas 2017; Huebner 
2016). Importantly, these systems also play a critical role in the guidance of 
implicit attention (Anderson 2016; Todd and Manaligod 2017). And recent 
approaches to attention have claimed that they are integrated into a priority 
map of an attentional landscape, which is shaped by ongoing competition 
for selection between networks of value-driven, goal-directed, and stimulus-
driven influences (Anderson 2016, 32; Awh et al 2012).

Many forms of attention are fast and automatic, and they appear to be 
shaped by lingering biases of selection history, especially by past experiences 
of reward (Theeuwes 2018). And according to one plausible hypothesis 
about how this occurs, dopaminergic signals enhance the perception of 
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evaluatively salient information in sensory cortex, as sensory states that are 
predictive of reward are prioritized across situations, sensory modalities, 
and stimulus properties—including locations, complex objects and their 
properties, and characteristics of experienced scenes. On this model, the 
resulting enhancement of cortical signaling then biases competition between 
sensory inputs, in ways that affect the salience of things in the world. This 
hypothesis gains support from the fact that signals from the reward system 
do seem to influence attention in ways that reflect “formal models of reward 
learning, including reflecting a common neural currency for value that scales 
with the amount of reward available in the current task” (Anderson 2016, 35). 
But these data are also consistent with the hypothesis that the reward system 
estimates the current state of the animal and its environment, and shapes 
the interpretation of sensory information in ways that produce patterns of 
perceptual orienting and behavioral response (Krauzlis et al 2014). According 
to this approach, attention is an effect of the reward system attempting to 
interpret sensory data, in light of prior knowledge, and the agent’s current 
state. And intriguingly, connections between the superior colliculus and 
the basal ganglia provide a plausible point where information from sensory 
systems might be integrated with evaluative information. Finally, there is some 
reason to believe that a priority map is realized by a network of retinotopically 
organized structures in the parietal cortex, allowing an agent to “represent 
the task relevance, learned value, and physical salience of stimuli” in a single 
representational structure (Anderson 2016, 32).

Each of these perspectives suggests that strategies for processing current 
information will often reflect past experiences of reward, yielding habitual forms 
of attention that are anchored to learned patterns of evaluation (Anderson 2016, 
35). However, we are always in some kind of affective and evaluative state, no 
matter what is happening, and no matter how neutral we feel (Lindquist 2013, 
361). And this matters since the evaluative state we are in when we encounter a 
risk, a threat, or a reward will have a significant impact on how we interpret its 
salience, and in what information we encode for future action. Hungry people 
tend to be more attentive to the food that they see, and this enhances their 
food-related memories (Talmi et al 2013); people who are nervous about snakes 
tend to see them everywhere while hiking on a trail (Machery 2016); and the 
experience of economic precarity tends to enhance the salience of economic 
information (Shah et al 2018), and perhaps even shape the way that people 
perceive race (Krosch & Amodio 2014). These effects are important, but not 
just because of the shifts in what people perceive in the moment. To the extent 
that these tendencies shape what people notice, what they remember, and what 
they imagine to be possible, they will impact the structure of the picture that 
someone forms of the world (cf., De Brigard et al 2017, 2018). Put somewhat 
differently, such effects are part of the history that implicitly guides attention, 
and that determines how an agent will behave in any future context. And this 
will be true even if it turns out that perceptual systems have relatively stable, 
and relatively modular properties (Gross 2017; Machery 2016).
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To explain these more pervasive kinds of effects, Rebecca Todd and her 
colleagues have developed a model of attention that posits priority maps, 
which are shaped by numerous aspects of an agent’s ‘history’. (Kryklyvyy & 
Todd 2018; Todd & Manaligod 2017) According to this model, statistically 
stable features of an agent’s environment will tend to be prioritized, 
independently of their intrinsic salience or goal relevance (Zhao et al 2013); 
and this is because people are learning to map the structure of the world 
that they encounter, by adjusting their response to attentionally salient 
phenomena. Likewise, reward-driven learning helps to guide attention toward 
rewarding stimuli, and away from aversive stimuli; this helps an agent orient 
their behavior within a highly structured evaluative landscape. And in some 
cases, attentional landscapes can become attuned to the co-occurrence of 
related features or objects, in ways that simplify the pursuit of complex tasks 
and goals (Todd & Manaligod 2017, 123). The crucial idea, here, is two-fold: 
the structure of an agent’s priority map is shaped by their history, broadly 
construed; and the topography of this map determines which features of the 
world are likely to attract or repel attention. This is why combat veterans 
returning from Afghanistan tend to prioritize combat-related stimuli (Todd 
et al., 2015b); it is why passengers on a flight that barely avoided crashing in 
the Atlantic Ocean continue to show “attentional tuning to stimuli associated 
with the crash years after the event“ (Lee et al 2013; cited in Todd & Manaligod 
2017, 124); and more mundanely, it is why interpersonal relationships often 
fall into habitual patterns of misunderstanding, which are grounded in past 
interactions and their evaluative salience. In each case, attentional parameters 
are adjusted to yield a stable picture of the world, which highlights the aspects 
of an environment that are likely to be relevant to current and ongoing 
projects; this picture of the world then shapes both task-based and feature-
based forms of attentional salience (Kryklyvyy & Todd 2018).

All told, the implementation of priority maps is likely to be quite complex, 
as attentional salience is shaped by numerous interacting processes, operating 
over different properties of the world, and different time-scales. Some forms 
of attentional mapping may be implemented by geometric or relational maps 
in the medial temporal lobe, the parietal cortex, or the superior colliculus. But 
in some cases, visual activity might be modulated more directly by circuits 
in the amygdala and the locus coeruleus, on the basis of implicit attentional 
sets that are attuned to affectively and motivationally salient stimuli (Todd 
et al., 2012; Todd & Manaligod 2017, 127). Given its sensitivity to contextual 
information, norepinephrine circuits in the locus corellicus are also likely 
to “play a role in contextualizing the sources of salience that are prioritized 
in any given state space” (Todd & Manaligod 2017, 128); this hypothesis 
gains support from data showing that a common genetic variation that 
affects the availability of norepinephrine (the deletion variant of ADRA2b) 
profoundly impacts the experience of affectively salient stimuli, leading to 
more vivid emotional experience (Todd et al 2015a). Some of these processes 
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operate rapidly and directly on neural structures in the early visual cortex, 
biasing competition for selection in favor of things that are affectively or 
motivationally salient; others operate over longer time-scales, shaping the 
consolidation of information, as well as the subcortical mechanisms that 
guide our behavior. But collectively they shape a priority map, which orients 
attention, and structures patterns of thought and behavior.

Finally, Todd and her colleagues argue that genetic predispositions can 
shape a priority map by modulating the attentional salience of affectively 
salient stimuli (Todd et al 2013). Just as importantly, they acknowledge that 
early experience can make certain phenomena seem more salient, as can 
repeated engagements with specific stimuli—and these facts become highly 
salient when we look at patterns of attention that emerge outside of the lab, 
as I argue in Section 4. But even in these cases, an agent’s priority map of 
the world will be continuously shaped by their actions, and by the situations 
where they find themselves (Todd & Manaligod 2017, 133). For example, 
individual commitments can restructure the topography of a priority map, 
allowing a person to orient toward politically salient information, and to 
avoid information that contradicts their current goals and values (Whitman 
et al 2018). Explicitly represented goals can shape what we pay attention to for 
a short time, though they will always compete with the more implicit forms 
of habitual attention (Jiang 2017). And the topography of a priority map can 
even shift to align with our current needs and interests—which are shaped 
by our memories, and realized by distributed patterns of neural reactivation 
(Todd & Manaligod 2017, 123). This is important, as the things that should 
be salient to us when we walk around an unfamiliar city are different from 
the things that should be salient to us when we walk along a familiar path to 
the office or a café. But at the same time, many of our attentional strategies 
will drift toward statistically stable and evaluatively significant aspects of the 
world as we encounter it, even if different attentional sets will be highlighted 
in different contexts.

The upshot of this neo-Sellarsian account of picturing is that we possess 
non-conceptual, but highly structured priority maps, which shape our 
patterns of attention, and which guide goal directed behavior.7 In line with 
Sellars’s argument, I have suggested that our most basic ways of tracking 
and responding to the structure of our environment are implemented by 
priority maps, which are constructed through a process that relies on some 
endogenous constraints, as well as some forms of reward-driven and statistical 
learning. These mechanisms operate mechanically, through feedback-driven 
learning; and they are shaped by a person’s practical engagements with the 
world. Consequently, they yield embodied and situated capacities to act in 

7 I contend that these sub-personal processes, which operate through patterns of 
attunement, are unlikely to carve the world in ways that map the categorical structure of 
conceptual thought. For further discussions of this complex issue see Huebner (in press), 
which includes a further discussion of the example that I explore in the next section.
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ways that are highly responsive to regularities in the environment, and they do 
so without relying on conceptually structured thoughts (thereby paralleling 
Nutmeg’s ability to act responsively, even though she lacks complex beliefs 
about the world). But humans live in linguistically structured environments; 
and their priority maps can represent semantically intelligible contents. 
These representations will often become relatively stable aspects of a person’s 
way of representing the world, which reflect their ability to describe things 
in conceptual terms. And these conceptually structured thoughts will often 
shape the way that typically functioning people encounter the world. To 
understand how these kinds of capacities arise, we need to turn to a more 
robust theory of signifying, which explains how word-and-sentence shaped 
thoughts are implemented within the framework of non-conceptual picturing 
that I have developed thus far (cf., Levine 2007, 254).

3. How do concepts signify?

In contrast to the standard assumption that conceptual states acquire the 
content that they have through causal contact with the world, Sellars argues 
that what a term signifies is a matter of functional classification, which is 
situated within a broader network of social and historical practices. He 
contends that learning what a word signifies is a matter of learning how to 
use that word in various contexts, in ways that accord with local inferential 
practices; though he also acknowledges that complex networks of causal 
relations sustain “linguistic behavior both in its own internal patterns and in 
its relationship to entities in the world” (O’Shea 2007). Though Sellars never 
puts the point exactly this way, we can treat meaningful uses of language as 
part of a typical person’s habitus, and we can treat signifying as an activity 
that depends on the use of parts of a cognitive map to actualize capacities for 
rational thought and behavior. This is an interesting claim, which pushes us 
toward a novel way of understanding conceptual content. And to see what 
this amounts to, it will help to first examine how meaningful representations 
operate across different languages, before returning to claims about the nature 
mental representation.8

8 How is the approach I develop related to more familiar discussions of semantics? To 
begin with, I hold that there are formal and logical constraints on sentence formation, 
which are acquired by way of a socially situated learning process. So I accept a form 
of realism and internalism about formal semantics, where meaning is constrained by 
hierarchical structures that are interpretable by a system that implements what linguists 
typically call Logical Form (LF). But we cannot infer much about the worldview of a 
speaker from the grammar of their language (Hale 1986). So I contend that the resulting 
logically-structured expressions will always be underspecified, and that hearers will have 
to infer an understanding of the similarities and differences between their picture of the 
world and the speaker’s. This requires adopting an interpretivist lexical semantics, where 
meaning is a matter of functional classification. Like Sellars, I thus hold that assumptions 
about meaning will tend to track similarities in the ways that linguistic terms are used 
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When I learn from an Arabic speaking friend that ‘ةوهق (qahwah) means 
coffee’, I learn that their use of ‘ةوهق’ plays the same functional role as my 
use of ‘coffee’. I don’t learn anything new about the meaning of ‘coffee’. But 
I do gain a sense of how they are likely to use ‘ةوهق’. Of course, there will 
be numerous differences in the ways that we write and speak the relevant 
word; and there will be differences in the ways that we picture the relevant 
beverage. But in learning that ‘ةوهق means coffee’, we open up space to 
discuss salient aspects of the delicious beverage, and to exchange reasons for 
including or excluding more marginal substances (e.g., Is Dunkin’ Donuts 
cold brew really coffee? How about a shot of Starbucks espresso in 250 ml of 
milk?). Given our unique social and historical situations, we will each possess 
a picture of the world that has been partly caused by encounters with coffee. 
And in general, there will be structural relations between the parts of our 
pictures which characterize the space of possible coffee experiences. But we 
can’t access these aspects of our priority maps directly, any more than we 
could access the recording on a vinyl record without a turntable. Nonetheless, 
a long conversation would allow us to explore a wide range of inferences 
that we were both willing to assent to with regard to ‘coffee’; and a shorter 
discussion might reveal many shared ways of picturing coffee.

The structure of a person’s picture of the world will be at least partially 
reflected in their linguistic behavior, since there is a tight causal connection 
between picturing and behaving. And in some cases, the mapping between 
neural activity and linguistic behavior can even underwrite ways of treating 
patterns of neural activity “as symbols which have meaning, which belong 
to the order of signification” (Sellars 1960, §44). But doing so is never 
straightforward. After all, a person’s picture of coffee-relevant phenomena will 
shift and develop as they move around the world, learning more about the 
use of ‘coffee’, and more about the relevant substance. Moreover, differences 
in the coffee-relevant parts of a cognitive map will emerge as the result of 
differences in people’s learning histories, as well as difference in the evaluative 
salience of coffee. So some people will come to represent coffee (still non-
conceptually) in a highly abstract way, as the black stuff that they tend to 
drink in the morning; while others will develop a more detailed picture, 
which is structured around knowledge of coffee beans, differences in terroir, 
and differences in techniques for roasting beans and extracting coffee from 
them.9 But just as importantly, we should find that a person’s use of ‘coffee’ 

(with usage being determined by something like language-entry rules, intralinguistic 
transitions, and language-exit rules). To unify these two perspectives, we need something 
very much like the account of semantic content advanced by Donald Davidson (1986). 
I currently believe that a promising explanation of how we interpret meaningful 
claims is likely to approximate Elin McCready’s formal model of emotive meaning and 
dog whistles, which demonstrates how speakers coordinate to extract meaning from 
underspecified representations (McCready 2012; Henderson & McCready in press). Over 
the course of this section, I attempt to unpack this complex set of claims.

9 Following Tolman (1948, 193), we might say that some maps of the coffee domain are 
narrow and strip-like, while others are broad and comprehensive. Both types of maps can 
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can expand or contract to fit different contexts, just as their priority map 
can change across different contexts. I am likely to be more discriminating 
when I am talking to friends who are baristas, or coffee connoisseurs; and I 
am likely to become less discerning as I spend more time with people who 
couldn’t care less about the caffeine containing beverage that they drink. But 
in any case, the process of learning, storing, and using the parts of pictures 
for particular purposes can open up the possibility of treating those mental 
states that are used in the way that I typically use the word ‘coffee’; and this 
is what underwrites the claim that a particular pattern of neural activity 
signifies ‘coffee’ (Sellars 1960, §52).

The critical upshot of this discussion is that the dynamic nature of 
attentional landscapes, and our strategies for picturing the world, make it 
unlikely that we will find a stable and systematic mental language, though 
points of stability are likely to emerge in attentional landscapes as people 
learn to speak a language.10 Put much too simply, learning to use parts of 
non-conceptual pictures for thinking, planning, and remembering, requires 
learned and habitual tendencies to use ‘coffee’ to label the relevant parts of a 
picture (Clark 1996). When we turn to questions about mental representation, 
we must therefore distinguish: 1) the ability to use part of a picture to orient 
toward coffee-relevant aspects of the world from 2) the ability to label 
part of a picture with the relevant linguistic concept.11 Both processes are 
implemented mechanically. And both are necessary to sustain the functional 
mapping between the current state of a system, and the everyday use of a 
linguistic term. This means that conceptual thought is stabilized through the 
construction and use of a picture of the world, which interacts with our ability 
to treat aspects of a picture as a meaningful representation of the world, and 
to use this labelled representation for thought and communication. But it is 
worth dwelling on these points, as it’s easy to miss their importance.

Recall that picturing is a non-conceptual capacity, which orients us 
toward particular aspects of the world, and serves as the model that we can 
employ in planning and deliberating. Within such a model, every coffee-

be correct, as far as they go; and both can be used to guide relevant forms of actions. But 
broad and comprehensive maps allow for a wider range of inferential relations, about a 
wider range of different substances. Importantly, people with different coffee-maps will 
be able to have a discussion of coffee, even where there are robust differences in the ways 
that they represent coffee.

10 This is not an anti-nativist commitment, nor even an argument against Universal 
Grammar. While I will not defend this claim here, this approach leaves room for a 
faculty of language that uses statistical learning to produce stable and resilient linguistic 
properties (see Lightfoot 2017 for a readable defense of this claim).

11 I initially developed this claim in the context of a paper on racial bias, where I approached 
this link as a difference between the capacities that we possess socially, and the capacities 
that we possess individually. I no longer think that this is the right way to develop the 
argument. But for another way of thinking about this distinction, which draws on a 
predictive coding framework, and which may be closer to Sellars’s own commitments, 
see Sachs (2018).
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representation depends on coffee-relevant dispositions, which are sustained 
by reliable tendencies to picture the world in particular ways (Levine 2007, 
254). And the aspects of a picture that are coffee-relevant can change 
over time, as new experiences become relevant, and as old ones become 
irrelevant. In my own case, ‘coffee’ thoughts are organized around a network 
of specific interests (e.g., a desire for caffeine, a desire for a particular taste, 
and my enjoyment of specific flavor profiles), which orient me toward the 
construction of a cognitive map that will lead me to pursue, brew, drink, and 
think about coffee across a wide range of different contexts. These interests 
allow me to ignore features of coffee-drinking experiences that are irrelevant 
to future coffee-seeking behavior. And they allow me to orient toward those 
features of coffee drinking that improve my understanding of the diversity and 
complexity of the coffee domain. When I try a bean from a new roastery, or 
from a new region, I may focus on the flavor profile of the coffee that I drink. 
And when I visit a new city, I will seek out the most highly recommended 
places to drink coffee.

Over time, the coffee-relevant aspects of my picture of the world have 
become relatively stable, as I have habituated to thinking about coffee in 
particular ways, which accord with my historical and social situation. To 
the extent that I am more snobbish about coffee than many of my friends, 
this is the result of encounters that have shaped the way that I picture the 
role of coffee in the world; and my idiosyncratic way of being attuned to 
the world provides me with the foundation for my conceptually structured 
thoughts about coffee. But for Sellars, the storing of a representation can 
only ever be part of the story. And a plausible account of conceptual states 
will also need to explain how stored information is “added to, scanned, and 
re sponded to by the other components” of the cognitive system (Sellars 
1960, §40). So it is just as important to note that most typical humans have 
the capacity to use linguistic labels to identify aspects of their cognitive 
map, and to re-identify the things they have learned about. There is 
some reason to suppose that a neural network that processes linguistic 
information will recapitulate the constituent structure of linguistic 
representations.12 Where a person internalizes linguistic practices, this will 
yield parts of the cognitive system that are less contextually variable, and 
this will allow for re-usable ‘words’ that retain the same structural relations 
across sentences where they occur (NB: we are in the domain of formal 
semantics here, and not the domain of lexical semantics). To the extent 
that the interfaces between this system and the mapping system allow for 
(at least) momentary points of stability, we will find internal structures that 
can serve as the targets of signification.

12 Schonbein (2012) defends the relevant conceptual claim by reference to connectionist 
systems; and Ding et al (2017) show how neural oscillations might sustain the kinds of 
hierarchical structures that are commonly posited by theories of generative grammar. 
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These internal structures are likely to remain somewhat idiosyncratic, 
but they will be shareable, and it will be possible to explore and revise them, 
precisely because of the way that they integrate stable structure with dynamic 
contents. So the mapping between a word like ‘coffee’ and the internal state 
that signifies ‘coffee’ will always be complex. But this shouldn’t be surprising. 
Even in the linguistic domain, the mapping between conceptual states is often 
more complex than the matching of two similar words. The differences in 
orthography between an Arabic and English word might seem salient to a 
first time observer; but these languages use a single morpheme to signify 
‘coffee’, and the English term is descended from ‘ةوهق’. But a conceptual 
understanding of ‘coffee’ doesn’t require using a mono-morphemic term, and 
the term that is used doesn’t need to be a descendant of ‘ةوهق’. For example, 
an Ojibwe speaker might use ‘makade-mashkikiwaaboo’ to signify ‘coffee’. 
And while a more literal translation might be something like ‘black medicine 
water’, the multi-morphemic structure of this term is unlikely to have a deep 
effect on their conceptual understanding of the relevant substance. There 
will be differences in the linguistic structures that they construct; and my use 
of the mono-morphemic lexicalization ‘coffee’ my block my ability to use a 
phrase like ‘black medicine water’ to express my concept (Poser 1992). But 
these effects are likely to be generated by the way that syntactic information 
is stored in the brain; and across many different contexts, we will find that 
the use of ‘makade-mashkikiwaaboo’ is similar to may use of ‘coffee’. And 
this is all that must be the case for us to establish a relation of signifying 
between these two differently structured terms. Pushing further, we might 
even imagine someone who uses a more complex syntactic construction in 
the way that I use ‘coffee’. While there would be strange lexical implications, 
someone could even use ‘amazing and delicious black energy water of the 
gods’ to signify ‘coffee’, so long as they reliably used this construction in ways 
that were conceptually similar to my use of ‘coffee’. So long as I can find a 
way to map my use of ‘coffee’ onto their use of ‘amazing and delicious black 
energy water of the gods’, I can establish similarities between their picture of 
the world and mine.13

This brings us back to the core Sellarsian claim: There are multiple causal 
routes to the acquisition and use of a term that signifies ‘coffee’; and the 
meaning of ‘coffee’ can’t be specified by appeal to any of them! ‘Coffee’ means 
what it does in virtue of its use in practices of functional categorization. For 
some people, ‘coffee’ may be little more than a linguistic label, which they 
have linked to a substance they have read about in books or seen in films; 
for others the inferential structure of ‘coffee’ may be connected to many 

13 I take this to be a plausible way of redeeming Sellars’s claims about dot-quotation in terms 
of linguistic mappings. Thanks to Carl Sachs for noticing that this is what I was doing, 
and for suggesting that I leave further development of this argument for a subsequent 
paper. As the previous footnote suggests, there is a lot of work to do here.
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experiences of drinking, brewing, or growing coffee, which structure their 
sense of what coffee is, and what coffee can do. And while this leads to 
patterns of difference in the use of ‘coffee’ (or whatever term signifies ‘coffee’), 
there will often be enough similarity between two people to sustain practices 
of giving and asking for reasons. From here, ongoing forms of learning and 
behavior-shaping can draw people closer to one another, both in the way 
that they picture the world, and in the ways that they use specific terms for 
thought and communication. There will always be differences in the class of 
inferences that two people will draw about ‘coffee’; but to the extent that these 
differences are situated among a broader range of similarities, the presence of 
such states and capacities will allow for practices of communication that can 
revise and reshape a person’s picture of the world.

4. Socialized attention and distorted maps

My primary claim so far is that people develop strategies for navigating 
their social world by learning to track the things that are most salient to 
them. This has important implications for the way that they attend to 
different features of the world; and it has important implications for the ways 
that they learn to categorize, and to think conceptually. On the one hand, 
people “learn to navigate the world by attending to the predictability and 
frequency of objects and events, their meanings in relation to each other, and 
their associations with reward and punishment” (Todd & Manaligod 2017, 
122–123); this yields dynamically structured models that allow people to 
figure out how to get around in the world. On the other hand, these models 
can shape the conceptually articulated thoughts that a person will entertain, 
as well as the kinds of inferences they are willing to carry out. When these 
capacities are integrated into a single perspective, they yield typically human 
ways of picturing the world, which may feel—from the inside—as though 
they are conceptually organized. Perhaps this is why philosophers have 
often characterized the human mind in ways that appeal to a Language of 
Thought, which is organized around “word-sized concepts, sentence-sized 
intentional states and argument-sized inferences” (Williams 2018, 153). But 
if my argument is roughly correct, our capacity for conceptually-structured 
thought is an artifact of our socially situated nature, and the concepts we 
employ reflect the categories that are salient to the people we interact with. 
My aim in this section and the sequel is to show that this fact has significant 
implications for the study of situated forms of social cognition.

4.1 Socially sculpted attention

Let’s begin with the growing range of evidence that our understanding of 
the social world arises through active and ongoing participation in culturally 
scripted patterns of behavior, which lead to the development of “attention 
allocation strategies that are consistent with local cultural assumptions” (Park 
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& Kitayama 2011, 77). In line with the approach I developed in Section 2, this 
appears to yield priority maps that are shaped by rewards that are received for 
acting in accordance with local norms, and by criticisms that are received for 
acting in ways that are socially deviant. Recent data also suggests that we can 
learn how to think about the nature of social groups by tracking how people 
interact with one another (Lau et al in press); and here too, there is reason 
to believe that many of the same reward-driven mechanisms are at play 
(Klucharev et al 2009, 2011). But no matter how these categories are learned, 
the actions that people take, and the conversations that they have with one 
another will shape the structure of the world that they and others inhabit—
and this will produce stable patterns in the attitudes and attentional strategies 
that people acquire as socially situated agents (Kitayama & Uskul 2011, 422). 
This is just to say that both priority maps and conceptual representations are 
shaped by ongoing social feedback. For example, as they discuss things that 
are important, they will tend to converge on shared representations of past 
events (Hirst et al 2018). And this can even lead to the social suppression of 
aversive information, and to highlighting positive information; in ways that 
will produce individual memories that are anchored to the groups that people 
are part of (Coman & Berry 2015; Coman & Hirst 2012, 2015). These effects 
on memory, and their effects on priority maps deserve further discussion; 
and I hope to return to them in a future paper. But for now, I want to turn 
to the ways in which individual differences in learning histories can yield 
divergent ways of picturing the social world

Numerous studies have revealed that White, middle class, North 
Americans tend to converge on attentional strategies that insulate their 
thinking from contextual factors, and focus their attention on discrete 
entities; they tend to see individual merit as salient, and contextual factors as 
background phenomena (Adams et al 2010; Markus & Kitayama 2010; Park 
& Kitayama 2011). This is not an innate disposition, and it’s not a fact about 
every middle class White American. But it’s stable pattern of attunement to 
the kinds of things that such people typically encounter. Attentional maps 
that highlight individual achievements are reinforced through practices of 
praising and blaming individuals for their actions; and they are scaffolded 
by ongoing engagements with “mobility affording transportation and 
communication infrastructure, the practice of ‘leaving home’ in young 
adulthood, the daily practice of eating from individual place settings, and 
residence in self  contained apartment units” (Adams et al 2010, 283). By 
routinely experiencing these kinds of concrete social realities and social 
opportunities, people develop a picture of the world where “exploration, 
expression, and indulgence of unique, individual feelings” are the primary 
goods to be pursued (Adams et al 2010, 284). And this typically leads them to 
“express a desire for mastery, control, achievement, choice, self-expression, or 
uniqueness” (Markus & Kitayama 2010, 421). These habits and dispositions 
are ways of picturing a categorically structured world, which is organized 
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by relationships of individual success and failures, and which yields the 
expectation that self-interested actions will tend to yield such success (Markus 
& Kitayama 2010, 428).

Converging data from Michael Kraus and his colleagues (2012) suggest 
that economic and social constraints can also shape an agent’s way of picturing 
the world. They argue that the ongoing experience of economic and social 
freedom leads to the development of cognitive strategies that are focused on 
internal states, and that treat these states as the dominant influence on thought 
and behavior. When people are chronically immersed in environments of 
relative abundance and elevated social rank, they “are free to pursue the goals 
and interests they choose for themselves”, and they can “pursue these goals 
and interests relatively free of concerns about their material costs” (Kraus 
et al 2012, 550). And as a result, middle class and upper class individuals 
tend to prioritize individualized selves, and assume that behavior is generally 
caused by individuals, instead of depending on contextual or situational 
factors. By contrast, where the stability of necessary resources is uncertain 
and unpredictable, this can lead to the attentional prioritization of contextual 
and situational factors. So people who live in less stable neighborhoods, who 
face constant economic instability, and who depend on constantly fluctuating 
institutional resources often experience the world as socially structured, 
institutionally constrained, and more limited in social opportunities (Kraus 
et al 2012, 549). As a result, people who are chronically immersed in these 
sorts of environments tend to develop attentional strategies that are sensitive 
to cases of overt social control, and they tend to be aware of the continual 
recording of their actions in accordance with the preferred frameworks of 
people in positions of social power.

4.2 Racially sculpted attention

My argument can be summarized as follows. Our habits of attention are 
shaped by ongoing patterns of feedback, from the people that we interact with, 
and from our movements through the social world; the ongoing reshaping of 
our priority maps makes it possible for us to acquire skills that we need to 
succeed in our local environments; and once we have learned to track all of 
the relevant social phenomena, our attentional biases can help to minimize 
the amount of cognitive effort that is required to act in a socially accepted 
way. This can often be a good thing. But where patterns of exclusion and 
oppression become entrenched in the material and ideological structures of 
our cities and social spaces, this same process can yield distorted pictures of 
the world, which nonetheless feel like they represent the world ‘as it is’. For 
example, in contexts where people are presented with racialized imagery in 
films, novels, and news sources, patterns of attentional salience will begin to 
stabilize around these aspects of their experience. And this will lead them to 
orient toward any information that is consistent with this racially structured 
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priority map; but just as importantly, they will tend to suppress information 
that is at odds with their priority map.

Imagine someone is walking down an unfamiliar alley in an unfamiliar 
city. A friend has told them that this is a dangerous place to be. And as they 
look around, they notice familiar markers of threat and danger. Or at least 
that is how things seem to them. Perhaps they have seen similar things in 
contexts where they felt scared; or perhaps they merely encountered tales 
of similar situations in novels, films, or news sources that were saturated 
with danger and violence. But in any case, they become more aware of their 
surroundings; they search for lurking threats; and they ruminate on potential 
encounters with danger. Their muscles grow tense, their heart begins to race, 
and their rate of respiration increases—all in the service of preparing to 
manage the expected danger. If this person had never learned that this was a 
potentially dangerous situation, things would probably be quite different. But 
they possess a robust picture of the world, which is anchored to their learning 
history, and to past experiences; and this picture affects their threshold for 
experiencing fear. This might be a good thing, if it helps them avoid a genuine 
threat to their wellbeing. It might also send them running from a harmless 
rat that scurries from behind a trash bin. And it may lead them to act on 
racist or classist biases, causing substantial harm to innocent individuals.

To make this set of claims more concrete, consider the factors that are 
at play in first-person shooter tasks (FPST), where participants are asked 
to decide whether someone is holding a gun or an innocuous object (e.g., 
a cell phone or a wallet), and to use a button press to respond (shoot vs 
don’t shoot). In carrying out this type of task, people must integrate multiple 
sources of information; some of the relevant information will be conceptual, 
some will be affectively structured, and some will be organized by habituated 
expectations (for similar claims in the context of implicit bias, see Amodio 
2014; Faucher & Poirer 2017, Van Bavel et al 2012). And the way that these 
sources of information are integrated will have an impact on the patterns 
of response that people tend to display in this kind of task.14 In a meta-
analysis of 42 experiments, Yara Mekawi & Konrad Bresin (2015, 124) found 
that “participants were quicker to shoot armed Black [‘suspects], slower to 
not shoot unarmed Black [‘suspects], and were more likely to have a liberal 
shooting threshold for Black [‘suspects]”. But while people were more likely 
to respond by choosing to shoot a Black person (vs a White person), there 

14 Elsewhere, I have defended a computational approach to implicit bias, which explains 
how these sources of information are likely to be integrated to yield decisions (Huebner 
2016, 2018). The view that I defend shares much in common with Edouard Machery’s 
dispositional approach to implicit cognition. Here, I build on important claims that have 
emerged in the context of recent discussions about the role of attention in cognitive 
permeation (e.g., Machery 2016 and Gross 2017), and I extend this approach to cover 
the nearby phenomena known as ‘shooter bias’, which draws on more robust models (e.g., 
signal detection theory), and which has received far less philosophical discussion than 
‘implicit bias’. 
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were not significant differences in false alarm rates. This suggests that people 
are not seeing innocuous objects as guns when they are in the hands of Black 
people, even though they are more willing to choose to shoot them. To me, 
this suggests that the problem runs much deeper, and it tells us something 
significant about the socially sculpted attentional map of race in the US.15 
But in order to see why I believe that this is the case, we will need to look at 
data showing which kinds of social information are at play in the production 
of such responses.

To begin with, there is evidence that patterns of response in experiments 
using FPST are affected by cultural factors (Mekawi & Bresin 2015). For 
example, people who live in states with more permissive gun laws tend to 
be more likely to shoot overall; and people who live in cities with lower 
proportions of White inhabitants tend to display higher levels of anti-Black 
bias. Contextual factors also seem to matter a great deal (Correll et al 2011): 
where ‘suspects’ are situated amid signals of social threat, shooting thresholds 
are lower across the board, leading to similar patterns of response to white 
and Black ‘suspects’; likewise, when people read stories about white criminals 
before a FPST, the topography of their attentional landscape shifts, in ways 
that lead them to respond to both white and Black ‘suspects’ as equally 
threatening; finally, a training period where higher numbers of white people 
are presented with guns, shifts attention toward the assumption that white 
‘suspects’ are more likely to have a gun. Presumably, the second and third 
effects are short term artifacts of the experimental environment. But the first 
effect is likely to depend on a robust positive association between proportion 
of Black people in a neighborhood and white people’s fear of crime (Chiricos, 
Hogan, & Gertz, 1997). The presence of a high number of Black people 
in a neighborhood is often sufficient to trigger the assumption that a 
neighborhood is dirty, disordered, and dangerous (Sampson & Raudenbush 
2004). And where people feel like a situation or person is dangerous, their 
threshold for responding to a potential threat will be greatly reduced.

Even more strikingly, Joshua Correll and his colleagues (2015) have 
shown that attention is likely to play a critical role in FPSTs. Using an eye 
tracker, they found a significant effect of race on the visual angle between the 
object to be categorized (the weapon or the innocuous object) and the fovea at 
the time of response. More specifically, the visual angle was larger at the point 
where a decision was made about whether to shoot a Black person (Black, 

15 In a study that monitored event-related potentials (ERPs) during a FPST task, Correll 
et al (2006) found that a larger P200 response to images of Black people predicted the 
extent to which people were quicker to choose to “shoot” armed Black ‘suspects’, and to 
“not shoot” unarmed white ‘suspects’. Similarly, Amodio et al (2004) found larger event-
related negativity (which they interpret as activity in the anterior cinculate cortex) where 
race and object are stereotypically incongruent, suggesting perceived conflict; moreover, 
they found that more pronounced event related negativity (ERN) correlated with greater 
accuracy and slower reaction times, suggesting that increased cognitive control could be 
used to inhibit this prepotent response.
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M=2.08°; White, M=1.59°); and this difference persisted in contexts where 
a weapon was present (Black, M=2.03°; White, M=1.41°). This suggests that 
people need more precise visual information to decide whether to shoot a 
white person, and more precise information to see whether they are holding a 
gun. This is what we should expect if most people possess a priority map that 
highlights Black people as threatening. Put much too simply, people are more 
likely to choose to shoot a Black person because their attentional landscape 
highlights the connection between Black people and danger; so they need less 
visual information to decide in favor of the hypothesis that a Black person 
is dangerous because they possess a picture of the world that highlights the 
connection between race and threat (cf., Machery 2016, 64).

Intriguingly, things look different when police officers take part in FPSTs. 
They tend to be quicker, more accurate, and more sensitive to the presence 
of guns (Correll 2007). This makes sense, as they are typically trained to 
hold their fire when they are uncertain; and they often cultivate forms of 
reflexive control, using training conditions where people fire paintballs or 
simulated and painful ammo. And as a result, they should be more likely to 
ignore irrelevant information, and to focus on situationally relevant stimuli. 
Even so, police officers tend to be slower to respond to counter-stereotype 
situations; and those who work in communities where there are larger Black 
populations, and higher levels of violent crime, tend to have more biased 
response latencies. And crucially where their work environment reinforces 
the salience of the connection between race and violence, high levels of 
training are insufficient to mitigate the effects of racial bias. Like untrained 
community members, officers who work in Gang Units and Violent Crime 
units are more likely to choose to shoot Black than White ‘suspects’ in a first 
person shooter task (Sim et al 2013, 300).

Of course, these kinds of tasks are not ecologically valid, and it is 
difficult to know what to infer from FPST tasks. Indeed, a recent experiment 
using a more realistic and more immersive simulation, where people had 
to decide whether to shoot a laser-equipped handgun, found that people 
were more likely to ‘shoot’ unarmed white ‘suspects’ than unarmed Black 
‘suspects (46/184 vs 1/47; James et al 2014). These data seem to contradict 
the data that have been collected on computers using FPST tasks. But in 
thinking about this experiment, is important to note that this was a task 
that required a decision to shoot or not, whereas standard FPSTs require 
a decision about whether to push a button on the left or the right. And 
critically, participants in this task took longer to decide whether or not to 
shoot Black ‘suspects’ (even when they were armed); and data collected using 
electroencephalogram (EEG) during the simulation revealed higher levels of 
alpha-wave suppression for armed as well as unarmed Black ‘suspects’. There 
are multiple ways of interpreting these data, but the most plausible hypothesis 
is that Black ‘suspects’ were always perceived as threatening, that the alpha-
wave suppression reveals an inhibitory response, and that the slower response 
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reveals active suppression of fear as a result of the desire not to appear racist. 
This strikes me as plausible, because the goal of not appearing racist is likely 
to play a much more prominent role in shaping a decision about whether to 
act or refrain from acting.

It would require a more substantial argument to establish this claim 
conclusively. But so far as I can tell, it accords with all of the existing data, 
as well as the argument I have developed throughout this paper. More 
importantly, it suggests that if we could always trust people to inhibit their 
initial responses, it would be possible to reshape problematic patterns of 
socially entrenched behavior merely by cultivating these kinds of goals. 
Unfortunately, I’m not optimistic that these data provide insights into human 
behavior outside of laboratory environments. To prevent the emergence of 
racial bias, people would need to cultivate highly salient and conceptually 
structured goals of inhibiting racially charged responses, and this goal would 
need to play an ongoing role in real life decisions. I doubt that this is likely 
to be the dominant motivation in real-life situations for most people; and in 
the absence of strong anti-racist motivations, and active attempts to suppress 
unexpected and problematic responses, we have little reason to believe that 
these kinds of attentional effects will generalize to the kinds of situations that 
we should be concerned about (cf., Huebner 2016).

4.3 The production of racially sculpted concepts

With this background in hand, I want to turn in closing to a suggestion 
about how racialized concepts become stable in contexts where they are 
experienced as highly salient. To begin with, note that people in the United 
States tend to overestimate the percentage of the population who are Black, 
Jewish, Asian, and Latinx; people from communities with larger white 
populations tend to guess that the nation has a larger white population; and 
people from communities with larger Black populations tend to guess that 
the nation has a larger Black population (Wong 2007, 401). But shifts in the 
evaluative salience of different groups can complicate this situation in troubling 
ways. As Charles Gallagher (2003) argues, people who live in communities 
where white people interact primarily with other white people (which is the 
norm in the US) will often acquire highly distorted pictures of the national 
population. He focuses on three situations that yield the salient distortions.

1. Some people who live in predominantly white spaces encounter 
racialized minorities primarily in the context of films and news 
media that present the Black population as dangerous; this heightens 
their experience of racial anxiety, increasing the salience of both real 
and virtual encounters with Black people, and causing something 
like oversampling in perception and memory. Strikingly, Gallagher’s 
data show that this can lead to extreme over-estimations of the Black 
population (40–60%; actual 12%).
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2. Other people who encounter racialized minorities find collective 
demands for racial justice to be more salient. This can focus 
attention on presentations of Black activists in the news media, and 
on social situations where demands for change are being made; and 
here too, people tend to substantially overestimate the percentage of 
the US population that is Black. And just as importantly, it can lead 
them to make illicit assumptions about Black people being better off 
than white people in achieving their needs and interests.

3. Finally, in contexts where people become anxious about demographic 
shifts that could make the US a majority-minority nation, this can 
heighten the salience of encounters with Black people, and again lead 
to a situation where people will tend to overestimate the proportion 
of the population that is Black.

These specific effects are distinctive of the US, where a specific history of 
racial injustice makes race a highly salient feature of the social environment. 
However, similar effects are likely to emerge in any context where there are 
interactions between statistical stabilities and socially reinforced evaluations, 
and wherever the salience of a group recruits attention, shapes memories, and 
affects the decisions that people make. Given the coalitional nature of human 
psychology, this means that similar kinds of phenomena are likely to show 
up across most populations (Van Bavel & Pereira 2018). One place where 
this affect is obvious is on the kinds of assumptions and inferences that are 
beginning to emerge and solidify around issues of immigration, in many parts 
of the world. Paralleling my discussion about ‘coffee’ above, there are multiple 
routes to the acquisition and use of a socially salient term like ‘immigrant’ and 
the meaning of these terms can’t be specified by appeal to any of these causal 
relations. Terms like ‘immigrant’, along with countless other terms, mean 
what they do in virtue of their use in practices of functional categorization; 
but social forces can lead to the emergence of highly divergent ways of using 
such a term, which often become clear only after sustained discussion, which 
often becomes highly unpleasant. For some people, ‘immigrant’ may be little 
more than a linguistic label, which is anchored to things they’ve heard on 
talk radio, seen in the news, or read on a presidential twitter feed; or it might 
derive from the inflammatory rhetoric of a political campaign. Such people 
will become more attentive to information that accords with this acquired 
picture of the world, and their thoughts about immigration will be driven 
by anxiety. For other people, the inferential structure of ‘immigrant’ may 
be more highly elaborated, as it may be shaped by experiences with friends, 
colleagues, or random people throughout the city; they will have a richer 
understanding of why people move to a new country, as well as a more robust 
understanding of the roles that immigrants play in a vibrant and thriving 
society. These kinds of differences can produce highly divergent ways of 
using a term like ‘immigrant’. The fact that we use the same word, however, 
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can often lead us to believe that we picture the world in the same way. And 
this can lead us to neglect the causal and structural forces that sustain habits 
of thought and attention.

5. Concluding thoughts

If the argument that I have developed is roughly right, agents learn to 
situate themselves within the world they encounter (cf., Sellars 1978 §28–
29). And their ways of picturing the world shape the storage and retrieval 
of memories, leading to patterns of thought and behavior that are socially 
shaped and sustained. But local patterns of attunement can yield global 
patterns of distortion. And where they do:

We compare, struggle, and wonder how to let go of our personal, 
subjective view and arrive at an objective recognition of things. We 
want to be directly in touch with the reality of the world. Yet the 
objective reality we think exists independently of our sense perceptions 
is itself a creation of collective consciousness. Our ideas of happiness 
and suffering, beauty and ugliness, are reflections of the ideas of many 
people (Thích Nhất Hạnh 2006, 39).

This is not something that is unique to specific ways of encountering the 
world: all typically functioning humans will develop strategies for prioritizing 
information, in accordance with their long and short-term goals (Todd & 
Manaligod 2017, 122). And given the socially structured nature of our goals, 
they will all tend to operate from within their own pictures of the world. 
Even so, the fact that these ways of thinking are constructed means that it’s 
possible to reshape what is salient, and to reorient our habituated tendencies 
to act in specific ways (see Cikara and Van Bavel 2014 for a review). Even the 
most socially-entrenched biases become less pronounced in contexts where 
an alternative way of categorizing is available. For example, where people 
attend to the shared love of a football team, or to shared commitments to a 
university, their attentional biases shift toward these categories (Van Bavel & 
Cunningham, 2009), at least so long as these categories are the contextually 
salient way of dividing up the world. When we look at the world from a 
different perspective, the features that are most salient will begin to shift. The 
key question is: what would it take to make such a shift permanent?

Unfortunately, I’m not sure that this is possible. Though there is 
plenty of room for empirical research on ways of re-shaping these kinds of 
habituated attentional biases. I believe that the most promising option will 
require acknowledging the deep respects in which all human interests are 
interconnected and interdependent. This point is defended in some parts of 
Buddhist philosophy; and it is nicely summed up in an Ashanti metaphor 
about a crocodile with two heads, which are fighting with one another 
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over access to food (Wiredu 1995, 57). If the two heads were to recognize 
that any food that either of them ate would end up in the same stomach, 
then the motivation to compete would dissipate, and it would be replaced 
by cooperative drives for mutual aid and mutual support. According to 
Ashanti tradition, human conflict can always be reconciled through patterns 
of dialogue, which highlight shared needs and shared interests. So long as 
everyone listens, and so long as they all work to build a shared understanding 
of the situation, the drive toward mutual aid and mutual support will always 
arise. Of course, dialogue across deep cultural divides is never easy. And in 
many cases, we get caught up in attempting to defend our own beliefs, without 
listening to the things that other people need. This occurs both in the context 
of interpersonal relations, and in the context of cultural differences. When we 
become anxious, it is harder to be vulnerable, and it is harder to see points 
where new paths forward can be developed. There is evidence that feelings of 
racial anxiety can trigger an increase in the release of norepinephrine, which 
can compromise cognitive control, and lead to forms of thought and behavior 
that are more directly shaped by the implicit structure of priority maps (cf., 
Amodio et al 2004; Godsil & Richardson 2016). As I noted above, differences 
in the availability of norepinephrine can shift the affective salience of different 
kinds of stimuli, and they can shape what kinds of features of the world we 
attend to. So we need to find ways of mitigating anxiety; and this will require 
either contemplative training, or prefigurative forms of social practice (and 
maybe both). But that’s another story for another day.
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Abstract. A leading theoretical framework for naturalistic explanation of mind holds 
that we explain the mind by positing progressively “stupider” capacities (“homunculi”) 
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1 Introduction

The most familiar, and arguably received, theoretical framework for 
an adequate naturalistic explanation of mind is homuncular functionalism 
(Lycan 1991; Dennett 1975; Fodor 1986; Cummins 1983).2 The homuncular 
functionalist strategy is to explain a cognitive capacity of a whole in terms 
of the organized not-quite-cognitive operations of its parts. Because of its 
part-whole decompositional nature, homuncular functionalism can be seen 
as a special case of mechanistic explanation, a leading contemporary view of 
scientific explanation (e.g., Machamer et al. 2000; Bechtel 2005; Glennan 2002; 
Craver and Tabery 2015).3 Unfortunately, homuncular functionalism cannot 

1 This article builds on a position initially articulated and defended in Ch. 8 (“Literalism 
and Mechanistic Explanation”) of Figdor (2018). The book offers a comprehensive 
discussion of the problem of interpreting psychological language throughout biology. 

2 Throughout, I will use “cognitive”, “psychological” and “mental” interchangeably, and 
“capacities”, “functions”, “operations”, and “activities” interchangeably to denote what 
entities are able to do and what they actually do on occasion. Nothing here turns on the 
difference between ascribing to an entity an ability to do X or to perform a function X 
and describing an entity as doing X or performing the function X.

3 I will discuss homuncular functionalism’s relation to ongoing debates in psychological 
explanation in more detail in section 3. In brief, however, homuncular functionalism 
counts as a type of functional analysis, but its assignment of the homunculi to 
components makes the framework mechanistic (Craver 2001; Piccinini and Craver 2011) 
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bask in the popularity of the new mechanistic philosophy. Contemporary 
mechanism, alongside other developments, shows that modern-day 
homunculi are idle posits, just as their Aristotelian namesakes once were 
to historical mechanists. Even further, the mind is being naturalized using 
explanatory tools that do not require them.

In what follows I first present the mechanistic explanatory framework 
defended in recent years and its relation to homuncular functionalism. I 
then show how accepted mechanistic explanations regularly violate the 
characteristic constraints of homuncular functionalism without triggering 
the epistemic disaster that motivates the framework. In addition, there is no 
explanatory justification for a psychological exception to the rule. As a result, 
homunculi are bogeymen in principle and are treated as such in scientific 
practice. I conclude by suggesting an alternative view of what naturalism 
requires in the context of contemporary efforts to integrate psychology and 
neuroscience.

2 Homuncular Functionalism and Mechanistic Explanation

The term “homunculus” was originally introduced to label the preformed 
little men posited within the Aristotelean explanatory tradition to explain 
how the human adult could emerge from an embryo (Maienschein 2017). 
Homunculi resolved the problem by holding that everything in the adult is 
already in the embryo – not in the sense accepted today that the adult develops 
from what is already in the embryo (ignoring the role of environmental 
factors), but in the sense that the embryo already contains the final result in 
miniature. A kernel of this view persists today in the claim that an embryo 
(or even a zygote) is an unborn child with rights.

Seventeenth-century supporters of the then-new mechanistic approach 
to explaining nature rejected Aristotelian homunculi as idle posits. In general 
terms, both historically and contemporaneously, a mechanistic explanation is 
an explanation of a capacity of an entity in terms of that entity’s constituent 
entities and activities and their organized causal interactions (e.g., Machamer, 
Darden, and Craver 2000, Glennan 2002, Bechtel and Abrahamsen 2005). 
Moliere’s ridiculing reference in Le Malade Imaginaire to the dormitive 
virtue of a sleeping potion was of a piece with this rejection of homunculi by 
mechanists. Fodor (1968: 627) recapitulates this ridicule for contemporary 
readers with a farcical computational account of how to tie one’s shoes in 
terms of a little man inside who follows a rulebook for tying one’s shoes.

Historical mechanists also understood mechanisms in a narrow way 
that reflected the machines with which they were familiar, such as clocks or 

even if psychological explanation in general may not be (Weiskopf 2011). According to 
functionalism in philosophy of mind, which I assume here for the sake of argument, 
mental states are individuated by their functional roles in a cognitive system.
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mills. This narrow conception informed La Mettrie’s (1748/2017) defense of 
mechanistic explanation of mind, as well as Leibniz’s rejection of it. To Leibniz 
(1714/1989), “perception, and what depends on it, is inexplicable in terms of 
mechanical reasons, that is, through shapes and motions”: one could imagine 
walking into enlarged version of a machine structured to make it think and 
perceive, and inside “we would only find parts that push one another, and we 
will never find anything to explain a perception.” Homuncular functionalists 
side with La Mettrie in terms of the possibility of a mechanistic explanation 
of mind, but the lingering question has been how to bridge the explanatory 
gap that Leibniz and others identified.

To do this, homuncular functionalism imposes three characteristic 
adequacy conditions on its decompositional explanations of cognitive 
capacities. First and second, the subcapacities ascribed to the parts must be 
distinct from and simpler than the cognitive capacity of the whole that they 
explain. Lycan explains both conditions as follows:

[H]omunculi can after all be useful posits, so long as their 
appointed functions do not simply parrot the intelligent capacities 
being explained. ... We account for the subject’s intelligent activity, not 
by idly positing a single homunculus within that subject whose job it 
simply is to perform that activity, but by reference to a collaborative 
team of homunculi, whose members are individually more specialized 
and less talented. (Lycan 1991: 260)

The homunculi are also variously described as less problematic, 
elementary, primitive, or less clever (Cummins 1983; Dennett op.cit.). These 
two features give rise to their being called homunculi, although the label is 
a bit misleading: the original homunculi were exactly similar in all relevant 
respects to what they were miniatures of, whereas modern-day homunculi 
are explicitly barred from being exactly similar in these respects.

Third, the call for less demanding subfunctions must be iterated at 
each level of the decompositional explanation until the subfunctions are no 
longer cognitive and the homunculi are “discharged” (Dennett 1975). As 
Fodor (1968: 629) puts it, a modern-day homunculus is a “representative 
pro tem” for a system of instructions “that makes no reference to unanalyzed 
psychological processes”. The iteration of subfunctions continues until the 
activities of the smallest parts within the explanation’s scope are entirely 
devoid of intelligence. Further decompositional explanation – to the levels of 
cellular mechanisms, for example – proceeds by means of capacities that are 
entirely non-cognitive (i.e., physical). This gradualism enables modern-day 
homunculi escape Molierian/Fodorian ridicule; it is the cognitive analogue of 
the embryo-to-adult relationship as now understood. Since we already accept 
a naturalistic theory of how an embryo can develop into an adult, it seems 
but a small step to understand a framework that posits a similar relation 
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between physical and psychological capacities, at least synchronically (and 
maybe diachronically).

These three adequacy conditions are motivated by the epistemic 
worry that ascribing the psychological capacity of a whole to a part is 
non-explanatory or idle, as the uselessness of the original homunculi in 
a mechanistic framework appeared to demonstrate. Bechtel (2009: 561) 
writes that “assuming a homunculus with the same capacities as the agent 
in which it is posited to reside clearly produces no explanatory gain”, while 
Dennett (1975: 171) adds that to avoid being “question-begging” the most 
fundamental posits within the explanation must not be supposed to perform 
tasks or follow procedures requiring intelligence.

The homuncular fallacy involves violating these requirements for distinct, 
ever-stupider capacities in a decompositional series that gradually gives way to 
non-cognitive capacities. To commit the fallacy is to fail to naturalize the mind.

3 Troubles for Homuncular Functionalism

The homuncular functionalist’s adequacy conditions have not gone 
unchallenged. For example, Margolis (1980) argues that there is no a priori 
reason to restrict explaining capacities to “stupider” ones. Freudian psychology 
posited a complex unconscious which explained simple or complex patterns 
of behavior. Although the Freudian explanatory framework may have been 
rejected by many, it was not rejected because it violated the second adequacy 
condition.

I will challenge homuncular functionalism instead by undermining 
the epistemic worry that motivates positing homunculi in the first place. 
The contemporary explanatory practices that motivate the new mechanism 
also show that the adequacy conditions of homuncular functionalism are 
unnecessary.

First, contemporary mechanists do not restrict mechanistic explanation 
to “exclusively mechanical (push-pull) systems” (Machamer, Darden, and 
Craver 2000: 2). For example, restriction to push-pull mechanisms “makes 
the concept of a mechanism too narrow to accommodate the diverse kinds 
of mechanism in contemporary neuroscience” (Craver 2007: 4). Because 
their framework is intended to capture actual scientific explanatory 
practices, contemporary mechanists emphasize a characteristic explanatory 
method rather than characteristic kinds of activities. Margolis’ criticism of 
homuncular functionalism is, in effect, a special case of this point.

Second, these same explanatory practices regularly involve ascribing 
the same capacities to wholes and their parts without generating epistemic 
distress. The same kinds of activities appear at different spatiotemporal 
scales and different decompositional levels, and their contributions to these 
explanations are not idle. A piece of machinery lifts boxes because its engine 
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has a camshaft that lifts valve covers. If a piano string is vibrating (exhibiting 
simple harmonic motion), this will be in part because the molecules in the 
string also vibrate. A monkey learns to swing through the trees by grabbing 
and releasing vines, and presynaptic neurons in the monkey’s hippocampus 
release glutamate in the process of long-term potentiation, theorized to be a 
mechanism of learning. Sober (1982:421) raises this point when he notes that 
the apparent “emptiness” of homuncular explanations does not stem from 
ascriptions of the same operations to parts and wholes, but from a shift from 
tokens to types. To borrow his example, no epistemic error is generated when 
we hold that planets rotate in part because the nuclei of their atoms rotate. In 
a similar vein, Cartwright (1983: 145) notes the repeated use of the harmonic 
oscillator model at multiple scales. To the extent that such repetition is 
problematic, it is because we are no closer to an explanation of (e.g.) rotating 
as a type of activity (“what unites planets and atoms”). But that’s not a reason 
to deny that planets and their atomic nuclei both rotate.

It follows from these two points that cognitive capacities are just as apt as 
any other type of capacity for being ascribed to both wholes and their parts, 
at least in principle.

Third, there is actual disregard of the first and second homuncular 
functionalist restrictions in scientific psychological practice. For example, 
Sutton and Barto (1981) theorized about adaptive elements that would 
comprise adaptive systems, intending their temporal difference (TD) 
model of reinforcement learning to apply to both. The model ascribes such 
capacities as anticipating and predicting to the adaptive systems that exhibit 
this form of learning. Although the model was developed based on animal 
learning data (including humans), they explicitly suggest neural assemblies 
as possible targets of their model in addition to humans, dogs, and other 
adaptive systems with which we are more familiar. Two decades later, Suri and 
Schultz (2001) implemented the TD model in a connectionist simulation of 
actual neural activation patterns, showing that Sutton and Barto’s speculative 
suggestion was not idle. Similarly, albeit in rhetorical fashion, Wimsatt (2006: 
461) remarks: “Memory – a property of molecules, neural circuits, tracts, 
hemispheres, brains-in-vats, embodied socialized enculturated beings, or 
institutions?” It is unmotivated to prohibit a priori the ascription of memory 
to both wholes and their parts, given that it is in fact being so ascribed by 
scientists across many fields or is clearly considered an empirical possibility 
that can help explain human and nonhuman behavior rather than provoke 
explanatory failure.

The homuncular functionalist might respond to such examples by saying that 
(e.g.) real memory is only being ascribed at the personal or whole level. But this 
response risks trivializing the view: whenever a cognitive capacity is apparently 
being ascribed at a subpersonal level, the homuncular functionalist can always 
dismiss it as not real. As a naturalistic theory, homuncular functionalism should 
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not take for granted definitions of cognitive capacities, or interpretations of 
cognitive ascriptions, that entail that the theory cannot be falsified by evidence 
from the relevant sciences. Yet while the homuncular functionalist must posit 
such conceptual changes whenever the same word-forms are used at both 
personal and subpersonal levels, her reinterpretation of their meaning cannot 
be the default interpretation given that multi-level ascriptions of capacities in 
mechanistic explanations are often assumed to be conceptually continuous. For 
example, “rotates” picks out the same capacity exhibited by planets, ballerinas, 
and atomic nuclei even if each rotates in its own way.

But what then of Bennett and Hacker’s (2003) mereological fallacy? This 
is the fallacy of using psychological terms to ascribe psychological capacities 
to parts when the very meaning of these terms makes such ascriptions 
nonsensical (according to Hacker’s Wittgensteinian logico-grammatical 
orthodoxy). Bennett and Hacker explicitly argue that it is a conceptual mistake 
to ascribe (fully) cognitive capacities to parts. Dennett himself (Bennett 
et al. 2007: 88–89) responds to this fallacy on behalf of the homuncular 
functionalist: when the terms are used to ascribe capacities to parts, they 
ascribe “hemi-demi-semi-proto-quasi-pseudo” cognitive capacities (that is, 
homunculi) to the parts. As a result, no mereological fallacy is committed.

Dennett’s response illustrates the point made above. He makes explicit the 
homuncular functionalist’s need to posit conceptual change to explain away 
psychological ascriptions at subpersonal levels. Escape from the mereological 
fallacy comes at the cost of imposing a priori conceptual constraints of its 
own. (If it were a theory of meaning, one might say this just is the theory.) The 
problem remains that no such conceptual change can be taken for granted in 
the light of general scientific ascriptive and explanatory practice. Even if (pace 
Dennett) the psychological terms are being used to ascribe the same cognitive 
capacities to the parts, we have no reason to think that doing so runs afoul of 
any epistemic worries. Absent this epistemic motivation, the straightforward 
response to the mereological fallacy is to argue that psychological predicates 
are not conceptually barred from being ascribed sensically to the parts.4

This yields a puzzle. The ascription of the same capacities of wholes to 
their parts within a mechanistic explanation is not epistemically problematic 
in general. To the contrary, it is par for the course. Nor does scientific 
psychology appear to care about the homuncular functionalist constraints. 
Perhaps reprising objects at the level of parts really is epistemically idle: maybe 
one can’t, on pain of epistemic idleness, build a dog using tiny dogs, rather 
than cells, as parts. But the epistemic idleness of this repetition for objects, 
even if true, clearly does not extend to capacities, not in general science and 
not in contemporary psychology.

An obvious solution to the puzzle is to show that psychological capacities 
are exceptions to the rule for adequate mechanistic explanations. Maybe there 

4 In Figdor (2018), I argue at length against their view and against the mereological fallacy. 
For present purposes, the homuncular functionalist’s response is all that matters.
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is something about the mind that makes repetition of psychological capacities 
at the level of parts invariably explanatorily pernicious.

This defense of homuncular functionalism might start from the idea 
that repeating a capacity of the whole at the level of parts would leave the 
explanation incomplete. But while incomplete explanations are relatively 
undesirable, they are not circular, idle, or question-begging merely because 
they are incomplete. The homuncular functionalist might add that in this 
case the mystery of the mind at the level of the whole would simply be 
repeated at the levels of the parts. Since nothing will have been done to dispel 
this mystery, the purported explanation would be viciously idle and circular, 
as feared. In incomplete non-psychological mechanistic explanations, in 
contrast, we know in principle how to fill in the gaps even when the same 
capacities are ascribed to parts. It’s the fact that the mind itself is especially 
mysterious that yields a special problem.

The response implicitly concedes that if we understood better what 
psychological capacities are, it wouldn’t actually matter if they were ascribed 
to parts. After all, the ban on repetition is intended to address a worry about 
a lack of explanatory gain. Non-psychological mechanistic explanations 
reveal that lack of explanatory gain is distinct from repetition. Repetition 
provides explanatory gain in that a repeated operation or capacity ascription 
still fills in details of mechanistic explanations, but the gain it provides 
will remain incomplete without illumination of the capacity. So the basic, 
and very real, issue is how to illuminate cognitive capacities. Homunculi 
are posited specifically to provide that illumination, of course, but their 
explanatory contribution depends on their gradually increasing stupidity 
(or gradually decreasing intelligence) as the decomposition proceeds, and 
so is not independent of the issue of repetition. One might wonder how 
much illumination is actually provided by the homuncular functionalist 
metaphors for this process. Setting that issue aside, if we can illuminate the 
mind naturalistically yet independently of the issue of repetition, we will have 
a naturalistic framework that does not require either homunculi or making 
psychology an outlier among the sciences.

Consider why at least some non-mental capacities are non-mysterious 
and can contribute to mechanistic explanations by being ascribed to parts 
as well as wholes. For example, why is rotating not mysterious at any level 
at which it is ascribed? One might provide two complementary mystery-
dispelling reasons. Perhaps there are others, although these appear to suffice. 
First, we have some prior understanding of what rotating is – we’ve played 
with spinning tops, watched ballerinas, operated drills, and so on. So when 
entities that are too far away, too big, or too small to observe unassisted are 
said to rotate, the ascribed activity is not wholly mysterious, whatever it is 
ascribed to. Call this the familiarity condition.

Second, we have equations of angular momentum that help us distinguish 
instances of rotating from non-instances, even if the items doing the rotating 
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are as distinct and as complex in their own ways as planets, ballerinas, and 
atomic nuclei. We individuate rotating as a type using a scientifically accepted 
method for distinguishing different kinds of motion, and we use that method 
to pick out tokens of rotating independently of our parochial perspective on 
which things rotate. The way each item achieves or exhibits its capacity to rotate 
may differ, but that’s not problematic. The equations help guide our ascriptions 
by providing a standard for determining when things we think are rotating 
really are and when they aren’t. Call this the objective constraints condition.

In sum, armed with a scientifically accepted kind of evidence for 
and constraints on the ascription of rotating to an entity, plus some prior 
understanding of that capacity, there is no fear of perpetual mystery that 
might motivate a ban on ascribing rotating to parts within mechanistic 
explanations of the rotating of wholes.

In the case of psychological capacities, the familiarity condition is clearly 
met. We do have some familiarity with what these capacities are from our 
own case. There’s nothing wrong with that; we need to start explaining the 
mind from somewhere. We don’t also need to think we’re infallible or that the 
mind is transparent to introspection.

What is new and significant is that the objective constraints condition 
is also being met. The contours of this type of illumination in psychology 
are now discernable through the use of mathematical models of cognitive 
capacities. The mathematical models I have in mind are those expressed 
using equations that formally describe empirical relationships the way 
mathematical models of non-psychological phenomena (such as the Hodgkin-
Huxley model of the action potential) do. A psychological example of such a 
model is the drift-diffusion model (DDM) of two-choice decision-making, 
first proposed by Roger Ratcliff (1978) and subsequently elaborated, tested, 
and extended by Ratcliff and colleagues and other psychologists. (The TD 
model mentioned above is another.) This model proposes cognitive processes 
of evidence accumulation and assessment to a threshold, at which point a 
decision is made and a behavioral response is given. For example, subjects 
(often undergraduates) may be asked to press a key to report whether an 
image is of a house or a face, and the experimenter manipulates the clarity 
of the image. The model posits cognitive processes that mediate between the 
stimulus-response relationship in a way that captures the speed-accuracy 
tradeoff: the relation between the clarity of the evidence and the speed and 
accuracy of the subsequent responses. Given the same degree of noisiness 
in the stimuli, subjects make more mistakes (relative to benchmarks) when 
they are instructed to respond quickly and respond more slowly (ditto) when 
instructed to emphasize accuracy.

What is formalized by such models are the observable behavioral patterns 
of people (and some nonhuman species) from which we infer to a cognitive 
capacity or combination of them that can yield these patterns. This is crucial 
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when we are interested in the capacities of entities that are not already in 
the cognitive club by hypothesis or general consent. For example, the DDM 
equations provide a standard scientific means to identify tokens of the posited 
decision-making processes independently of our parochial understanding of 
mind. In the case of undergraduates, the appropriateness of ascribing internal 
cognitive processes of accumulating and assessing evidence to a decision 
threshold is assumed. Human behavioral data was used to develop the model 
in the first place. But the DDM has also been used to examine whether fruit 
flies’ decision-making is affected by a genetic flaw that also affects humans 
(Dasgupta et al. 2014). It was not given that the model could be used for fruit 
flies. It was a matter of empirical test. This fact grounds its objectivity: it is 
not up to us to decide where it may fit. We may not otherwise have evidence 
of a behavioral regularity or of its similarity to the human behavior on which 
we base cognitive ascriptions. Ordinary observation can even impede this 
recognition. For this reason, the model can be used to determine when 
something is behaving relevantly similarly to the way we do when we have 
made a simple decision and then act on it, even if the entity is not of a kind 
that we intuitively think of as being able to make decisions.

Of course it does not follow that the natural language expressions used 
to interpret the equations are being used in the same way when the models 
are extended successfully in new domains. But extension by means of formal 
models is part and parcel of the same scientific methodology by which we 
ascribe capacities such as rotating or oscillating across vastly different domains 
as well. The practice increasingly includes cognitive science and social 
science (e.g., Irvine 2016, Froese et al. 2014). Moreover, in contemporary 
network science, the use of the same models at multiple spatiotemporal 
scales is integrated into the practice of explaining the behavior of wholes in 
terms of the behavior of their parts (e.g. Alon 2007, Baronchelli et al. 2013). 
This is illumination of the sort Newtonian mechanics achieved between the 
terrestrial and celestial domains via one set of laws of motion that applied to 
both. Not incidentally, Newton’s laws naturalized the celestial realm, whereas 
before it was mysterious and divine.

The fact that we know how to satisfy the objective constraints condition 
for psychological capacity ascriptions does not imply that we will not find 
other types of objective evidence. Cognitive neuroscientists are actively 
seeking neural activation patterns that will enable us to “mind-read” by 
using neural behavior as the basis for our inferences (Poldrack 2006; Roskies 
2014). Such evidence could complement behavioral evidence, and in cases 
of conflict the outcome for ascriptions will depend on other factors. It also 
does not imply that a single model for each intuitively individuated cognitive 
capacity will suffice. Naturalizing the mind will require confronting at least 
three distinct sources of complexity in traditional psychological ascriptions: 
distinguishing and relating various types and subtypes of cognitive processes; 
distinguishing the non-epistemic and epistemic goals of our traditional 
cognitive-ascriptive practices; and articulating differences in the grounds 
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and types of meaning adjustment as word-forms are used in new domains. 
These factors will have to be disentangled as naturalization proceeds. The 
present point is that mathematical models show how we can begin to satisfy 
the objective constraints condition for the mind. If we have evidential means 
to ground cognitive ascriptions to parts, and the ascriptions are being 
made on these grounds, and the evidential means and ascriptive practices 
follow standard scientific canons, and all of this violates the homuncular 
functionalist constraints on an adequate naturalistic explanation of mind, 
tant pis for homuncular functionalism.

Dennett describes discharging as the point at which there are no 
questions about intelligence being begged. Cognitive capacities are no 
doubt more complex than rotating. But what would be missing if at every 
level at which a cognitive capacity were ascribed on the basis of a model, 
we could then explain mechanistically how the entities at that level realized 
that capacity? The explanation would be incomplete until we filled in these 
details, but there is no reason to think we have perpetuated mental mystery. 
Naturalization without homunculi implies that psychological capacities 
may not be eliminable. But explanation does not require elimination. It 
requires eliminating mystery. Only if we think the psychological is essentially 
mysterious does it follow that eliminating the mystery of the psychological 
requires eliminating the psychological. Oddly enough, the homuncular 
functionalist method implies that psychological concepts and the capacities 
they pick out are not just mysterious now, but essentially so.

Note that the phrase “psychological model” (or “cognitive model”) has a 
longer history and wider scope that includes more than just the mathematical 
models discussed above. The phrase also encompasses boxologies or other 
informal functional analyses of cognitive processing, as well as computational 
models of cognition. The latter are connectionist (or hybrid symbolic-
connectionist) networks used as stand-ins for neural networks and their 
activation patterns; they are models of possible realizations of cognitive 
capacities by neuron-possessing creatures that by hypothesis already belong to 
the cognitive club. Note that these networks may also be called mathematical 
models – I am not seizing the label but merely using it in this paper to be 
precise about the sort of psychological model that can play the evidential role 
for psychological ascriptions that (e.g.) equations of angular momentum do 
for ascriptions of specific motions.

The important difference between these types of models and the 
mathematical models of interest here is that one cannot use these other types 
of models on their own to guide and constrain psychological ascriptions across 
domains. They may satisfy other explanatory purposes, but not the purpose of 
determining which things have cognitive capacities. Boxologies do not include 
operationalized behavioral signatures of the posited capacities, although they 
can be augmented with them. If formal, this would supplement the boxologies 
with the sort of evidence that mathematical models contribute; if the behavioral 
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patterns are not formalized, the augmentation would fall short of providing 
objective constraints on psychological ascriptions to non-human domains.

Artificial neural networks do link input with output, but the 
operationalization consists of assigning numerical values (vectors) to whatever 
the inputs and outputs happen to be. The evidential work of interest here is 
done by identifying the stimuli-response pairs that the input and output vectors 
represent. Again, if these relationships are not formalized, we would not have 
an objective means to extend the network to new domains, even if we set aside 
the fact that cognitive capacities in entities without brains (such as plants or 
slime molds) are beyond the scope of these models from the start. In addition, 
connectionist networks are used widely outside psychology. Whether what 
they represent is a psychological process at all is not determined by anything 
intrinsic to the network. If or when future artificial network designs make such 
identification possible, they would be an additional tool for investigating internal 
evidence of cognition, alongside the “mind-reading” research mentioned above.

In sum, we now have the tools to overcome the evidential gap 
for ascribing psychological ascriptions to nonhumans in an objective 
manner. Mathematical models of cognitive capacities rely on our normal 
understanding of the capacities being modeled and so satisfy the familiarity 
condition for illumination. When patterns of behavior of humans is captured 
formally, we can see if behavioral data from nonhumans satisfies the model, 
whatever we may think of those nonhumans or their behavior. Formalization 
provides clear constraints on when we are entitled to ascribe to an entity 
the capacities that we ascribe to humans using psychological language. 
This procedure satisfies the objective constraints condition of illumination. 
Ascriptions of harmonic oscillation or rotation to entities at multiple scales 
follow the same procedure. In the case of the mind, unlike those cases, the 
ascriptions are made by inference from the observed patterns. But that is true 
of our ascriptions of cognitive capacities to each other. Finally, these possible 
extensions include entities that are parts of wholes to which we also ascribe 
the capacities on the basis of the behavior captured by the same model.

Armed with this alternative, we simply do not need homunculi to 
naturalize the mind. The dormitive virtues lost their explanatory power 
because virtues no longer had explanatory force within the mechanistic 
explanatory framework. Modern-day homunculi can go the way of the 
dormitive virtues. In contemporary scientific psychology, they too are now 
idle, along with the discharging requirement associated with them.

4 Model-based Naturalization, Mechanisms, and Autonomy

In the last section I distinguished among types of psychological models in 
a way that reflects the present paper’s concern about the viability of homuncular 
functionalism give contemporary explanatory practices in the cognitive 
sciences. In this section I will consider how the model-based framework 
for naturalization intersects with two current debates regarding scientific 
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explanation in general and psychological explanation in particular. Their 
common starting point is mechanistic explanation. First, do laws or models 
provide explanations at all? Second, is psychological explanation autonomous 
from neuroscientific explanation? I will show how the view is neutral regarding 
these debates. The questions they raise remain outstanding even if we reject 
homuncular functionalism in favor of model-based naturalization.

First, do models or laws explain? This is a long-running debate between the 
Hempelian covering-law model of explanation and mechanistic explanation as 
the two basic conceptions of scientific explanation. For example, Craver 2006 
calls the Hodgkin-Huxley equations “phenomenal models” that can be used 
for prediction, like covering laws, but they do not explain because they do not 
detail the mechanisms. Presumably the DDM and other mathematical models 
of cognition also count as phenomenal models and so would also not explain for 
the same reason. More recently, mechanists have proposed that psychological 
models are mechanism sketches, which are incomplete mechanistic explanations 
or when filled in with the details turn into mechanistic explanations (Piccinini 
and Craver 2012). This position accepts that models play a role in scientific 
explanations, but ties their ability to explain to that of mechanisms. Opponents 
claim that laws or phenomenal models provide explanations independently 
of whatever explanatory work is provided by detailing the mechanisms (e.g. 
Batterman and Rice 2014, Chirimuuta 2014).

Relative to this debate, it is sufficient for my purposes to claim merely that 
laws and models contribute to explanation, for the feature of interest here is 
their applicability to multiple levels of mechanisms. Phenomenally adequate 
cognitive models combine evidence of patterns of behavior with a familiar 
psychological conceptual framework that provides some understanding of 
the capacities that may be ascribed at multiple levels. It is a further question 
whether the models’ contribution at any level to which they apply is due 
to their own explanatory power or because they function as mechanism 
sketches. They certainly do provide constraints on capacity ascriptions, 
non-cognitive or cognitive. Having such objective individuation criteria is 
an important advance in understanding, whether we want to consider this 
advance an explanation or not. Models and mechanisms may simply have 
a symbiotic relationship. As Sober (1982: 421–422) remarks with regard to 
laws, if we are told an organism digests in part because parasites in it digest, 
“we now want to know what laws govern the way organisms obtain energy 
from their environments, and how those laws apply simultaneously to hosts 
and the parasites they house.”

Homuncular functionalism, in contrast, occupies an awkward position in 
relation to this debate. It holds that an activity of a part does no explanatory 
work if it is the same type of activity as the activity of the whole to which the 
part belongs and which the part-level activity is supposed to help explain. But 
it also holds that an activity of a part can do explanatory work if it is related 
to the capacity of the whole as being lesser on a continuum of similarity that 
gets whittled down to nothing. In other words, what makes a homunculus 
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dissimilar makes it explanatory and what makes it similar perpetuates 
explanatory idleness. Neither law-based nor mechanistic explanation affirms 
these claims. For example, the equations of angular momentum unify a 
planet’s rotating and an atomic nucleus’ rotating. The laws reveal an important 
similarity across domains, and for some philosophers (and scientists) this 
unity is the essence of explanation. For mechanists, it simply doesn’t matter 
if planets and their atomic nuclei both rotate, for the explanation is provided 
by showing how they rotate, not that the mechanisms are relevantly similar or 
different. An adequate answer to the ‘how’ question neither requires nor rules 
out multiple realizability of the explanandum phenomenon.

Second, are psychological explanations in some important sense 
autonomous from neuroscientific ones? On the assumption that the latter 
are mechanistic, this question becomes a special case of the first debate, 
although the question of the autonomy of psychology from neuroscience 
predates the rise of the new mechanism. In contemporary terms, the claim 
that cognitive models are mechanism sketches (Piccinini and Craver op.cit.) 
or that they need to be mapped to mechanisms to have explanatory power 
(Kaplan and Craver 2011) is a way to argue that psychological explanations 
are not autonomous. In contrast, Weiskopf (2011: 322–23) distinguishes 
between psychological models that aim to explain psychological phenomena 
in semantic, intentional, or representational terms, and those that aim to 
explain psychological phenomena in non-psychological (e.g., neurobiological) 
terms. The first group includes connectionist networks whose states, while 
subpersonal, are interpreted in representational terms. Focusing on the first 
group, Weiskopf argues that models in this group are not mechanistic because 
their components don’t correspond to the parts of the modeled system in 
any straightforward way. This would be a way to defend the autonomy of 
psychological explanation.

The model-based view of naturalization is neutral regarding the 
autonomy debate. It allows for psychological ascriptions at personal and 
subpersonal levels. Whether these models are mechanistic, explanatory on 
their own, or autonomous from neuroscientific models or mechanisms are 
further issues – the naturalization project does not depend on how they are 
resolved. Homuncular functionalism, in contrast, implies that ultimately 
psychology can’t be autonomous. The view straddles Weiskopf ’s categories: the 
explanation starts out in the first category but ends up in the second. So even 
if psychology starts out autonomous, the upshot of the explanatory framework 
is to undermine that autonomy step by step even if that is not its goal.

As a final issue, model-based naturalization suggests that the traditional 
debate between reductive vs. non-reductive physicalism must be reconfigured 
for a scientific context in which the same formal structures are employed 
at multiple scales. An implicit assumption of the traditional debate is that 
these are distinct conceptual schemes whose distinctness is in part tied to 
particular levels. The gradualist framework of homunculi takes on this 
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implicit assumption. The model-based view of naturalization makes reduction 
a levels-relative (and not just capacity-relative) affair. If psychology reduces to 
neuroscience at one level, this result cannot automatically be generalized to all 
levels. Moreover, if assigning entities to levels is difficult, assigning capacities 
to levels will also be difficult (Stinson 2016). Even the most favorable cases of 
reduction may require significant simplification of the phenomena.

5 Concluding Remarks: Naturalization Without Homunculi

The contemporary explanatory context for psychology is one in which 
models of capacities are apt in principle for use at any level in a mechanistic 
hierarchy. If the models apply to wholes and their parts, so be it. Positing 
ever-stupider homunculi in this explanatory context is like insisting that only 
ballerinas really rotate even though the same equations of angular momentum 
apply to their atoms. We don’t need stupider capacities at each level. To the 
contrary, therein lies the perpetuation of mystery.

It is difficult to identify what homuncular functionalism gets right, 
if anything. Perhaps it is just the idea (surely not unique to homuncular 
functionalism) that there is a special epistemic problem involved in 
naturalizing the mind. But homuncular functionalism did not identify the 
problem correctly. The unique challenge faced in psychology is the problem 
of distilling from our homegrown, first-personal, often introspective 
understanding of the psychological those features that are specific to humans 
but contingent to possession of the capacity. Until recently, we had no idea 
how to gain a non-anthropocentric perspective on the mind. Now we do. 
Models can help us distinguish those aspects of a cognitive capacity that 
are matters of human realization and those which are arguably what it is to 
have that capacity. Where subpersonal entities differ from humans (or other 
wholes with minds) need not make any difference to their possession of the 
capacity, just as the fact that planets and atomic nuclei lack arms and legs 
does not deprive them of the capacity to rotate.

Have I argued for a different type of homunculus? No – the proposal is not 
that neurons are little men. The proposal is that parts of men can, in principle, 
do what men do, and that we have the empirical tools to discover whether 
they do or not. Have I argued that consciousness can be explained with non-
intrinsic properties? No – I don’t know how consciousness will end up being 
explained. Have I shown that the mind can be explained naturalistically? 
No – I’ve taken for granted here that it can be. What I have shown is this: 
if the mind can be explained naturalistically, we have an alternative to the 
homuncular functionalist framework that is a natural fit with the way many 
accepted explanations in the sciences are actually formulated, and with the 
way contemporary cognitive researchers are pursuing their explanatory goals.
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Abstract. This article addresses the problem of the nature of mental imagery from 
a new perspective. It suggests that sign-theoretical approach as elaborated by C. S. 
Peirce can give a better and more comprehensive explanation of mental imagery. Our 
empirical findings follow the methodology of cognitive semiotics and they show that (i) 
properties of mental images are heterogenous in nature; (ii) properties of mental images 
are dependent on the characteristics of object-stimulus; (iii) properties of mental images 
are dependent on individual differences in imaginary capacities. This suggests that, 
contrary to representational accounts, mental imagery is not based on one dominant 
representational format. Imagery constitutes a complex system of signs consisting of 
several sign elements and dynamic relations. A sign-theoretical account may give a 
better explanation of the nature of mental imagery, as it accommodates heterogenous 
evidence from this experiment.
Keywords: mental imagery, representation, experimental semiotics, theory of signs, 

Peirce.

1. Introduction

Since the ‘cognitive revolution’ the question about the nature of mental 
imagery (MI) remains one of the most debated ones in cognitive sciences 
and philosophy of mind. This article presents new empirical evidence on the 
matter that follows the methodology of cognitive semiotics. The experimental 
results showed that (i) properties of mental images are heterogenous in 
nature; (ii) properties of mental images are dependent on characteristics of 
object-stimulus; (ii) properties of mental images are dependent on individual 
differences in imaginary capacities. These results conform with empirical 
data in neuroscience (Bartolomeo 2008; Moro et al. 2008; Dulin et al. 2008), 
which claim that one dominant representational account does not adequately 
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explain MI. Supported by empirical findings, this paper argues that mental 
imagery is better explained in terms of sign theory as proposed by C. S. Peirce.

What is MI? Traditionally, two dominant rival theories have been 
proposed, (quasi-)pictorial and propositional. According to the (quasi-)
pictorial theory, mental images are picture-like representations in the mind 
(Kosslyn 1978, 1980, 1994; Pinker and Finke 1980; Finke, Pinker and Farah 
1989). Proponents of propositional theory, on the other hand, claim that MI 
constitutes verbal representations or language-like descriptions (Pylyshyn 
1973, 1981, 2002, 2003; Fodor 1975, 1990). The controversy between the two 
constitutes the Mental Imagery Debate.1 It is common to understand both 
rivals in the framework of computational-representational paradigm2 of mind, 
which implies that all mental states are products of mental computation. In this 
context, representational theory is focused on a search of one dominant format 
or code3 that underlies mental imagery, as well as other mental states.

Adherents of both representational theories have deployed empirical 
methods to prove their respective claims. Kosslyn and colleagues have 
experimentally shown that mental imagery (MI) has certain spatial and 
picture-like properties (size, colors, shapes, dimensions, distances, etc.) and 
thus concluded that images are most likely pictorial representations (Kosslyn 
1980, 1988, 1994; Kosslyn et al. 2006; Shepard and Metzler 1971; Pinker and 
Finke 1980; Shepard and Cooper 1982; Slotnick et al. 2005). In contrast, 
Pylyshyn and colleagues (Fodor 1975, 1990; Slezak 1990, 1991, 1995) argued 
that there is substantial empirical evidence to think of images as being 
descriptions formulated in language(-like) terms rather than pictures (see for 
example Fodor’s “Language of Thought” hypothesis, 1975).

Despite persistent ambiguities of data on the matter, Imagery Debate was 
claimed to be solved in favor of (quasi-)pictorial theory of MI (Kosslyn 1994; 
Pearson and Kosslyn 2015). However, in the light of new experimental methods 
and results the previous long-standing theories of MI have been reconsidered. 
Research shows that there are significant difficulties in the representationalist 
(either pictorial or propositional) approach, some of which are inherent to the 
representational-computational paradigm (Milikan 1984; von Eckardt 1993; 

1 On the Imagery Debate and details on the theories of MI, see Thomas 2010, 2014; 
Kosslyn 1980, 1988, 1994; Kosslyn et al. 2006; Pearson and Kosslyn 2015; Pylyshyn 1973, 
1981, 2002, 2003; Tye 1991.

2 On representational-computational paradigm of mind see Van Gelder 1995; Clapin 2002; 
Marr 2006.

3 The discussion of whether there are two mental codes that underlie our mental states 
is called dual-common coding debate. The latter stems from Alan Paivio and his work 
on memory and learning effects (Paivio 1971, 1986). Noteworthy, dual/common coding 
debate is different from Imagery Debate (which is also called analog/propositional 
debate), but has often been confused. Dual-common coding debate focuses on whether 
we learn and memorize information by using one mental code or another. The analog/
propositional debate, in contrast, investigates the nature of MI. It is the latter, which is 
the focus of present study.
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Bechtel 1998; Knuutila 2005, 2011). First, under similar experimental settings 
mental imagery can exhibit (at least) both types of properties – verbal and 
pictorial (Anderson 1978; Pylyshyn 2002; Ganis 2013). Also, most empirical 
results on MI yield multiple interpretations (for a detailed discussion of 
explanations of the experimental results, see Pylyshyn 2002). Most replicated 
experiments on MI often show differing results (Pylyshyn 1981, 2002; Slezak 
1990, 1991; Chambers and Reisberg 1985; Rock, Wheeler and Tudor 1989). 
There is also a significant amount of empirical evidence proving the existence 
of motor, tactile, auditory properties of mental imagery (for details, see Lacey 
and Lawson 2013; Keller 2012; Pascual-Leone et al. 1995; Plessinger 2007; 
Richardson 1995; Gregg and Clark 2007; Schimdt et al. 2014). All this yields to 
the conclusion that current empirical data cannot be fully accommodated either 
by (quasi-)pictorial or by propositional accounts of MI. Maybe understanding 
of mental imagery cannot be restricted to the dichotomy verbal-pictorial 
and the search of one dominant format4 of MI is misleading. What is mental 
imagery really like? Is it a picture in the brain, some propositional or verbal 
string of language-like characteristics, or something else still?

Most of the novel approaches have emerged in this context, such 
as enactive and attention-based quantification theories.5 Both attempt 
answering the question of what the true nature of mental imagery is 
(Thomas 2010; Sima 2011). According to the enactivist approach, mental 
imagery is a mental capacity of an active cognitive search of information 
in the absence of the actual perceptual stimulus (Thomas 2009: 454–455). 
Although enactivism is a representational account, it encounters problems 
such as vagueness of explanation of the nature of MI and inability to explain 
deep complexity and multiplicity of properties of images. Yet another 
alternative account – attention-based quantification theory – explains 
imagery in terms of attentional processes that quantify spatial and visual 
information by operating upon two working memory structures, namely 
Qualitative Spatial Representation (QSR) and Visuo-spatial Attention 
Window (VSAW) (Sima 2011: 2880). The attention-based quantification 
theory tries to integrate memory and attention to explain MI, but it relies 
on qualitative representations and encounters the same difficulties as other 
representational theories. In sum, increasing diversity of alternative theories 
has not solved the question.

4 By the term “representational format” we mean internal structure of the mental image, 
or its “cognitive architecture”. We use the term “cognitive architecture” largely in the 
sense of Z. Pylyshyn (2002), namely to mean the underlying structure of MI, that is 
“properties and mechanisms [that] are intrinsic to, or constitutive of having and using 
mental images” (Pylyshyn 2002: 159, original emphasis). Noteworthy that we do not take 
“representational format” to mean phenomenal modality.

5 Alternative theories – enactivism and attention based quantification theory – are relatively 
unpopular views in solving the issues of MI. Dominant accounts remain representational. 
Thus, current empirical study was designed to test the consistency of most dominant 
representational accounts on MI. 
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This article suggests a novel semiotic approach to address the question. 
In particular, it argues that Peirce’s theory of signs as proposed applies well 
to the analysis of mental imagery and that it can give a coherent explanation 
of diverse empirical data. We begin with a brief analysis of the theoretical 
premises of the theory of signs as contrasted with traditional representational 
accounts. Section 3 describes the experimental design, hypotheses, 
experimental methodology and procedure. Section 4 provides the results of 
the experiment. Section 5 is the discussion of the results and their analysis.

2. Theory of signs and MI

Peirce’s theory of signs (or semeiotic) is an account of signification, 
reference and meaning (Pietarinen 2015). There are several formulations 
of theories of signs (see for example Saussure 1983; Morris 1938, 1946, 
1964), but Peirce’s account is distinctive for its “breadth and complexity” 
(Atkin 2017: 1). It interprets MI6 as a complex system of signs, which 
consists of three elements – representamen, object and interpretant – and 
is characterized by dynamic and flexible relations between these elements 
(Issayeva 2015; Pietarinen 2012). Such an approach begins with the premise 
that the mind is of a signifying nature. In particular, the human mind is a 
sign-producing and sign-interpreting system, characterized by the semiotic 
processes of signification, i.e. by dynamic, changing and context-dependent 
processes that create signs and manipulate them. Peirce associates cognition 
with signs. According to Peirce, all our mental states are signs: “we think 
only in signs”  (Peirce 1994, CP 2.302) “a theory of experience, a theory of 
consciousness” (Zeman 2014: 1). The human mind constitutes “a historically 
existing continuum of interpretants (which are signs)”, i.e. the the history of 
signification of objects in one’s mind (Zeman 2014: 2). Peirce’s famous claim 
was that “man is a sign” (Peirce 1994, CP 5.314; Peirce 1998, EP 1:54), a 
person consists of her own thinking, and since all thoughts are in signs, a 
person is a historical series of signs.

But what does it mean to say that MI is a sign system? First, mental 
imagery has a signifying nature. MI shares the same structure and features 
with a sign in the human mind. Just as a sign is defined as “something which 
stands to somebody for something in some respect or capacity” (Peirce 1994, 
CP 2.228) in the same way a MI can be legitimately characterized. Thus, just 
as a sign, MI is comprised of three main elements: representamen, object 
and interpretant (Peirce 1994, CP 2.228; Peirce 1998, 478). MI also has a 

6 Noteworthy that sign-theoretical definition of MI is twofold. According to Peirce 
imagery can be understood 1) in a narrow sense meaning the representamen element or 
something that stands for something, or 2) in a broader sense meaning a mental entity 
consisting of three elements and constituting a signifying whole, i.e. a system of signs. We 
take mental imagery as a faculty to mean the second. Though, both definitions can be 
met in the discussion.
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representamen, which is an element that stands for some object or event. 
MI has necessarily an object, which it signifies. And it has an interpretant or 
the meaning that holds between representamen and its object. Hence, every 
mental image signifies something.

Second, to say that mental imagery is a sign system means that MI is 
guided by dynamic, context-dependent signifying relations between its 
elements. According to the sign-theoretical account, relations between 
elements of the sign are dynamic, i.e. they continuously develop and change 
their characteristics dependent on various factors. As Floyd Merrell (2001) 
puts it: “signs simply cannot stand still” (Merrell 2001: 37). Similarly, mental 
images are not stable or fixed, but are rather of dynamic nature. MI evolve 
and continuously develop under the influence of both internal (e.g. subjective 
memory, experience and dispositions) and external (e.g. changes in language, 
objects’ features and new knowledge) factors. The latter entails that mental 
images are dependent on the context, where they were produced, as well as 
on the subject, who produced or interpreted an image. The changes in the 
environment significantly influence both the relations and characteristics of 
the MI elements. Shortly, context as well as personal experience and cognitive 
dispositions matter. These influence the whole process of signification. Sign-
theoretical account as proposed by Peirce can accommodate these features. 
The dynamics, openness and flexibility of the triadic relations allows to 
explanation of divergent and changing properties of images under the 
umbrella of one sign-theoretical account.

To sum up, a sign-theoretical approach towards the explanation of 
mental imagery yields that a mental imagery is a sign system, which consists 
of three main relata – a signifying-vehicle or representamen, an object and an 
interpretant – and is characterized by dynamic, context-dependent semiotic 
relations between them. Together they – a set of sign-elements and semiotic 
relations – constitute an interconnected network that works together as a 
whole. Schematically, these assumptions can be depicted in the following way:

Figure I: Structure of a mental image
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Based on the triadic structure of a sign, Peirce elaborated a fine-grained 
classification of signs. Each of the three sign elements – representamen, 
object and interpretant – can be further analysed and divided into three sub-
types (Peirce 1994, CP 2.243). In relation to representamen a sign can be 
divided into Qualisigns, Sinsigns and Legisigns, in relation to its object to 
Icons, Indexes and Symbols, and finally the third division, Rhemes, Dicisigns 
and Arguments, is related to the analysis of interpretant (Peirce 1994, CP 
2.244–2.252). Together these three trichotomies give rise to ten classes of 
signs. Applied to MI, classification guides a comprehensive investigation of a 
mental image and each of its relata, and makes Peirce’s semiotics a promising 
method for an in-depth analysis of MI.

A sign-theoretical approach, thus, might provide a new perspective to 
MI. It can potentially overcome traditional controversies and limits of the 
representational accounts and might eventually give a sound and coherent 
explanation of the MI and its relata.

3. Methods

How to test these assumptions? How can we prove that mental imagery 
indeed can be legitimately interpreted as a sign system?

To test this, we have conducted a test using the methodology of cognitive 
semiotics and experimental philosophy. The choice of the method of 
investigation was not arbitrary. First, semiotics is the science that studies signs 
and their use. In particular, methods of experimental cognitive semiotics and 
examples of cognitive task design offer a unique way to test the production 
of a sign in its dynamics and track the most fundamental features of the 
signification process.

Second, MI constitutes a complex theoretical and interdisciplinary 
problem with a long tradition in philosophy of mind. Thus the research 
methods from philosophy sharpen the theoretical hypotheses and our 
experimental design. In particular, the methodology of experimental 
philosophy was employed to empirically investigate MI. Experimental 
philosophy approaches philosophical problems from empirical perspectives. 
This is of a special value in approaching the debate about MI.

Finally, experimental methods7 conform to the investigation of imagery 
in cognitive psychology. The latter has resulted in divergent empirical data 

7 Although current study uses mostly qualitative research methods and does not rely on 
the brain scanning techniques (fMRI and EEG), the results of our study are still taken 
to be contributive to the discussion of MI. There are a series of high-powered qualitative 
research that gives important results on the functions of images without brain scanning 
and physiological response potential techniques. Actually, some of the classic and most 
influential experiments on MI (e.g. Perky 1910; Shepard and Metzler 1971; Paivio 1971) 
are qualitative in nature. Besides, traditional representationalist experimentations on MI 
(mental scanning, mental mapping and mental paper folding), while based on EEG or 
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regarding the nature of MI. Hence, these experimental methods seem 
appropriate and they take into consideration the relevant previous research. 
Thus, to show the applicability of the sign-theoretical approach towards the 
investigation of MI, the relevance of its results to the understanding of the 
nature and function of MI, as well as its correspondence to the previous 
research, the experimental method was chosen as the most suitable way to 
test whether mental imagery shares the same characteristics with a sign.

The experimental design is based on the standard methods and cognitive 
tasks used in cognitive semiotics and in experimental philosophy. The 
experimentation began with the short introductory pre-test questionnaire 
to check the statistically relevant information about age, nationality, cultural 
and educational backgrounds of the participants. The pre-test was followed 
by an actual experiment that consisted of three different cognitive tasks. 
An experiment was finished by the Psi-Q after-test (The Plymouth Sensory 
Imagery Questionnaire).

The latter constitutes a well-known test on evaluation of imaginary 
capacities – its vividness and intensity – that was elaborated by psychologists 
at Plymouth University (Andrade et al. 2013). The essential advantage of 
the Psi-Q test as compared to other similar questionnaires8 is its sensitivity 
to images across a wide range of modalities: vision, sound, smell, taste, 
touch, bodily sensation and emotional feeling. This allows to test individual 
differences in imaginary capacities in more detail. For this reason the Psi-Q 
test was chosen to measure individual imagery capacities. Finally, the data 
gathered was analysed using the methods of descriptive statistics –SPSS and 
R-studio digital services.

3.1. Experimental hypotheses

Based on the theoretical premises of a theory of signs the following 
experimental hypotheses were formulated. The main theoretical hypothesis 
is that mental imagery can be legitimately viewed as a system of signs:

1) MI shares the same structure with a sign. In other words, MI has an 
object, interpretant and representamen.

2) MI is formed in a semiotic process, i.e. inside a network of the 
signifying relations. The relations between MI’s elements define the 
particular properties of the final image produced.

fMRI, also rely on qualitative methods, including introspection and self-reports. Thus, 
we believe that our choice of experimental methodology is justified and conforms both 
to the standards and the practice of the methodological choices used to investigate MI.

8 There are several tests to evaluate vividness of MI: Betts Questionnaire upon Mental 
Imagery (QMI; Betts 1909; Sheehan 1967), Marks’ Vividness of Visual Imagery 
Questionnaire (VVIQ and VVIQ2; Marks 1973), Gordon’s Test of Visual Imagery 
Control (TVIC; Gordon 1949). The Psi-Q test was chosen before other alternatives, 
because it allows to evaluate not only the visual MI, but vivdness of images across all 
sense-modalities.
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To test these the triadic structure of an image was manipulated to uncover 
the potential correlation between the properties of imagined object and the 
properties of the final image produced. As a result theoretical sub-hypotheses 
1 and 2 were simplified into the following experimental hypotheses:

H0: Mental image has the same or similar characteristics, 
regardless of the characteristics of an object.

Ha: Mental image has different characteristics. Particular 
properties of an object influence the characteristics of an image formed 
to present this object.

In order to analyze these hypotheses, cognitive experimentation was 
divided into three tasks given to each participant: pictorial, verbal and 
diagrammatic. Following Peirce’s typology of signs, such a task division was 
chosen to represent distinctive differences in object-stimulus that were supposed 
to influence a final image. The judgement about statistical significance of the 
test results will be made on the basis of significance level, the value of which 
for the sake of the current experiment is taken to be 0.05 (i.e. α = 0.05). The 
choice of the significance level was guided by the cognitive demands of the 
experiment: small sample size, equal sample groups, several cognitive tasks and 
multiple categories of answers. Next, the probability (p-value) that measures 
the evidence against the null hypothesis, i.e. the probability of either acceptance 
or rejection of null-hypothesis for the current empirical test is p ≤ 0.05.

3.2. Materials and tasks
The experiment was designed in the following way: the same object by 

meaning (that is, by keeping its interpretant fixed) was suggested in three different 
ways – pictorial, verbal and diagrammatic – to experimental subjects. These 
three ways of object’s presentation refer to Peirce’s classification of signs and, in 
particular, to the three sign types as related to the objects of a sign – icon, index, 
symbol. An icon has some resemblance with the stimulus, such as something 
comprehended as a picture. A symbol represents by generality of its objects (such 
as a convention, language, text). Finally, index represents by causal connections. 
Hence, diagrams were chosen as the way to introduce causal connections, pictures 
as a way to represent iconic connections, and language/text to represent symbolic 
connections respectively. This typology9 underlies the three ways in which the 
object was given in experimental tasks: pictorial, verbal and diagrammatic.

Each experimental task constituted a short story presented either i) 
pictorially (as a sequence of related pictures, e.g. comics), ii) verbally (written 
in language story), iii) diagrammatically (as a scheme with arrows and lines). 
Participants were asked to imagine the rest of the story using any method of 
expression. The choice of the stories was not arbitrary. Main criteria were 
the following: a) the story is easy to understand, vocabulary and formulation 

9 The same typology was applied to evaluate experimental answers as belonging to 
pictorial, verbal or diagrammatic categories.
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of the sentences are simple and straightforward to be understood by non-
native speakers with a good command of English; b) the story is concise 
so that the participants could easily hold in their minds the entire plot; c) 
the story provokes imagination, i.e. narrative and the plot that it develops is 
sufficiently interesting for subjects to proceed imagining the end of the story. 
Stories were written by actual writers, story-tellers and narrators (Chopin 
2016; Baum 2016) and were chosen from material similar to children’s books, 
ensuring the points (a)-(c). Considerable attempts were made to have all 
three modalities (picture, text and diagram) reflect the content of the story as 
precise as possible, and a professional sketch artist was used for that purpose. 
In total, there were three different stories presented in each of the three ways.

In addition, the choice of the stories was influenced by semantic 
differences and cognitive demands. It was important to choose semantically 
different stories, i.e. those that would put forward a different set of questions 
in front of the subjects and in this way would suggest different images to be 
produced as the solution for each of the cognitive task. The existence of such 
differences was expected to prove one of the sub-hypotheses of the project, 
namely that mental imagery is task- and context-dependent.

The expected reaction to a story-stimulus is the production of the image 
that is influenced by the suggested properties of the object – pictorial, verbal 
or diagrammatic. Thus, the final image is supposed to be different across 
different cognitive tasks and have distinct similar characteristics within each 
type of the tasks. An expected result is that the same object (by meaning) 
expressed in different ways produce different images/representamens.

In sum, the correlation between the image and the object is the target of 
the experimental investigation. Generally, each experimental task is structured 
in the following way: the manipulated object (story-stimulus) constitutes the 
independent variable, while the affected representamen (an image) constitutes 
the dependent variable. The fixed interpretant (i.e. the same meaning) is the 
control variable. Schematically, this is depicted as follows:

Figure II: Structure of an image experiment
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3.3. Population and sampling

The target population of the experiment (i.e. the target sample) was 
international students of Estonia.10 The choice of the target sample was guided 
mainly by the principle of convenience sampling, but with the several advances. 
First advantage was internationality of a sample. In current empirical study 
participated students of 14 different nationalities. Second advantage of sampling 
was differences in economic backgrounds of participants. Subjects of 20 
professions or competencies took part in current study. Such diverse national, 
cultural and professional backgrounds of participants make them a suitable 
and available target population to investigate main hypothesis of the research 
project. Moreover, a target population of international students from various 
backgrounds might be a good representative of a wider international population.

At all events, the current research professes to be the first step in the 
investigation of the sign-theoretical account of MI. The sample of the current 
experimentation consisted of international students of Tallinn University 
of Technology (TalTech),11 mostly bachelor-degree students. The sample 
size was 40 sampling units, i.e. 40 subjects participated in the experiment. 
Participants were chosen by the volunteer sampling. Although subjects were 
not randomly selected, the equal probability of participation was guaranteed 
by an equal information distribution among all international students via 
the institute’s international office. A complement of free cinema tickets was 
offered to volunteers. Age of the participants ranged from 18 to 37, whereas 
an average age of the participants was 26.7 years.

Next, the experimentation was conducted among those international 
students whose English competence was ascertained to be very good. We 
asked participants’ English language competence in the introductory pre-test 
setting. It showed that average level of language competence varied between 
“upper-intermediate (B2)” (42,5%) and “Advanced (C1)” (32,5%), which was 
taken to be sufficient for comprehension of the tasks. 10% of all participants 
evaluated their English language competence as “intermediate”. Native 
English speakers constituted 15% of all participants.

All participants were randomly divided onto two groups, 20 subjects each. 
Each group received slightly different tasks to avoid the bias of recognizing 
the purpose of experimentation and to additionally test the potential 
differences in subjects’ performance on different cognitive tasks. Instructions 
and task formulations were given in English and remained the same across 

10 In recent years Estonia has gained significant popularity among international students. 
Just for the academic year 2015/2016 Estonia has hosted 3800  international degree 
students, more than 1500 exchange students and ca 400 participants of summer or winter 
schools. (From http://www.studyinestonia.ee.)

11 Tallinn, as being the capital of Estonia, attracts more international students compared 
to other cities of Estonia. So, Tallinn University of Technology currently hosts most of 
the international students in Estonia. For these considerations international students of  
TalTech were taken as a sample population of the research project.
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experimental groups, but the stimulus of cognitive task differed. The number 
of answers was: 60 answers in each experimental group (20 subjects solved 
3 tasks) and 120 answers in total. This number of answers is assumed to be 
large enough to show statistical relevance of the answers received and make 
legitimate conclusions about acceptance or rejection of the null-hypothesis.

3.4. Procedure

The experiment took place in an ordinary classroom of TalTech. In 
order to minimize cognitive bias and to reduce (to the extent possible) the 
tacit knowledge effect, the experiment was silent, i.e. participants did not 
know that they are participating in an empirical test, nor did they know 
the theoretical background or the hypotheses tested. Subjects were invited 
to help their university’s researcher in accomplishing several game-like tasks 
for her doctorate dissertation. All instructions of the cognitive tasks were 
given directly by the experimenter before the participant started fulfilling the 
task. The experimenter made sure that participant understood the task and 
instructions by receiving a personal confirmation from the participant and 
answering all the questions (if there were any). During the performance of 
the task there was no interaction between the experimenter and the subject. 
The experimentation was conducted in English.

The experimentation began with a series of pilot experiments, which were 
conducted to check whether subjects correctly understood cognitive task, 
whether task instructions are clear enough, and whether the order in which 
tasks are given influences the responses. In total, two pilot investigations were 
conducted and 63 students participated in the pilot tests. Pilot experiments 
showed that change of the order, in which cognitive tasks are given, does 
not influence the responses. Additionally, subjects were sensitive towards the 
precise formulation of the instructions of the tasks. Thus, the results of the 
pilot tests helped to sharpen experimental design, formulate instructions in a 
clearer and more comprehensible way, eliminate the difference in task order 
and simplify the experiment.

The actual experiment began with the short introductory pre-test 
questionnaire to provide experimentally important information about 
participants (age, nationality, educational background, profession or field of 
study, English competence level). The pre-test questionnaire was followed 
by the three cognitive tasks given to each participant. Forty participants 
were divided into two groups (the study and the control groups), and were 
introduced with the three short stories which were the material on the three 
cognitive tasks for them to solve (Appendix A). The first task was a pictorial 
story (a sequence of pictures), second task a verbal one (text), and the third 
diagrammatic, including both verbal and pictorial elements. The diagram 
expressed the story via abstract relations (Appendix A). The order of the tasks 
remained the same across the two groups. By their content, these tasks were 
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distributed in the following way: Group 1 received the first story pictorially, 
the second verbally and the third diagrammatically. Group 2 received the 
third story pictorially, the first verbally, and the second diagrammatically. 
Participants were equally instructed on each of the tasks as follows: “a) Look/
Read carefully the story. What will happen next? b) Imagine the rest of the 
story, and c) Express the imagined on the next page using any method of 
expression”. The experimentation was finished with the qualitative after-test 
– the Psi-Q test – where participants were invited to evaluate the “subjective 
vividness” of their imagery capacity.

In total, there were three stories or stimuli presented via three different 
modalities, totalling six tasks, with the same instructions on how to solve 
them. The response time was approximately 30 minutes (no sharp time 
constraints were given to eliminate anxiety etc.). The answers were expected 
to differ on various stimuli within each group and to coincide on similar 
stimuli across the two groups.

The experimentation was fomulated and manipulated in this way in order 
to be able to show that a difference in the initial traits of the imaginary object 
– pictorial, verbal and diagrammatic – influences “the sign” that represents 
this object in the final image. To minimize the tacit knowledge effect among 
experimental subjects and to account for cognitive biases concerning 
understanding the theoretical background, the content of the stories differed 
across three tasks within each of the group, while the stories were the same by 
their content across experimental groups. This ensured that “the interpretant” 
of the final image was fixed and repeated across experimental groups.

The after-test (Psi-Q test) was then assumed to reveal individual 
differences in the imaginary abilities of the subjects. That test would check 
for a correlation between individual imaginary capacity and the response type 
across three cognitive tasks. We expected those participants who estimate 
their scores to be high on the vividness of their MI to use a more detailed 
iconic imagery, while subjects with a lower vividness scores would use more 
symbolic or abstract imagery.

4. Results

The results of the experiment were evaluated in a categorical (nominal) 
scale that reflects the type of answer participants chose to produce as their 
final image on each of the three cognitive stimuli. There were thus three 
general categories: pictorial, verbal and diagrammatic. The reason for the 
choice of the method of classifying responses in this way12 comes from the 

12 Noteworthy, according to Peirce’s theory, there can hardly be found “pure signs”, i.e. 
the features (symbolic+indexical, indexical+iconic etc.) are often occur to be mixed in 
signs. This does not preclude us to evaluate responses, following his typology of signs, 
as belonging to three general categories: pictorial, verbal, diagrammatic (as described 
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theoretical framework of Peirce’s typology of signs, which corresponds to the 
three ways in which the objects of the stimuli are presented, namely iconic, 
symbolic, indexical, in the formulation of the three cognitive tasks.

The classification of the responses was made using the following 
reasoning: a) If the imaginary answer resembled its respective stimulus, then 
it corresponded to an iconic sign and was categorized as ‘pictorial’. b) If the 
final image expressed generality (i.e. is a symbol), then it was classified as 
‘verbal’. c) If the produced image represented some causal connections (i.e. 
index), then it was labeled ‘diagrammatic’. In this way, all three categories of 
answers conform to the theory as well as to the demands of the study design.

The responses of the experiment were distributed in the following way: 
for pictorial stimulus (Task 1) 15 answers out of 40 were given pictorially 
(37,5% of all respondents). For the same task, 22 answers were verbal and 3 
diagrammatic (55% and 7,5%, respectively). It is noteworthy that altogether 
18 answers out of 40 were given in a non-verbal way (i.e. pictorial and 
diagrammatic), which constituted 45% of all answers.

Table II: Answers for pictorial stimulus (Task 1).
 Method/Frequency Frequency Percent

Diagr 3 7,5
Pictor 15 37,5
Verbal 22 55,0
Total 40 100,0

Next, for verbal stimulus (Task 2) 4 subjects out of 40 answered pictorially 
(10% of all respondents). For the same task we received 31 verbal answers 
and 5 diagrammatic (77, 5% and 12,5% of all respondents, respectively). The 
total number of non-verbal answers were the lowest among all three cognitive 
tasks, namely 9 answers (22,5% of all respondents).

Table III: Answers for verbal stimulus (Task 2).
 Method/Frequency Frequency Percent

Diagr 5 12,5
Pictor 4 10,0
Verbal 31 77,5
Total 40 100,0

Finally, for diagrammatic stimulus (Task 3) we received 4 pictorial, 22 
verbal and 14 diagrammatic answers (10%, 55% and 35% of all respondents, 
respectively). Similarly to the answers for Task 1, we found that the total 
amount of non-verbal answers was quite high: 18 answers out of 40, that is 
45% of all repsondents.

above) by the most dominant/prevalent feature of the answer (i.e. either iconic, indexical 
or symbolic).
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Table IV: Answers for diagrammatic stimulus (Task 3).
 Method/Frequency Frequency Percent

Diagr 14 35,0
Pictor 4 10,0
Verbal 22 55,0
Total 40 100,0

No significant difference between two experimental groups and the type 
of the answer was found. For this reason, all results were evaluated together. 
The general distribution of answers across all three categories can be seen in 
Table IV and in the corresponding graph in Figure III:

Table V: Frequencies of answer distribution 
Method/Task Pictorial Verbal Diagrammatic
Diagrammatic 3 5 14
Pictorial 15 4 4
Verbal 22 31 22
Total 40 40 40

Figure III: Distribution of answers in percentage

The methods of descriptive and inferential statistics were used to analyze 
these results. In particular, statistical programs SPSS and R-studio were both 
used for statistical analysis and relevant calculations.

5. Discussion

What do these results show? Can we confirm or deny the initial 
hypothesis? The Pearson’s Chi-squared test13 was performed to calculate 
the p-value and to examine whether there is a significant relation between 

13 Pearson’s Chi-squared test was chosen due to demands of current experimental design, 
since it allows evaluating several sets of categorical data.
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properties of an object and those of an image. The R-studio statistical 
calculations showed X2(N=40) = 22,045; p = 0,0001963 with df (degree of 
freedom) = 4. To check and confirm these calculations, we applied Fisher’s test 
using R-studio program. The Fisher’s test showed slightly different p-value, p 
= 0,0004802. However, the results of both tests confirmed that the relation 
between two variables (the method of response and the type of the task) was 
strongly significant, with p <0,01. Similar calculations were performed using 
SPSS. It confirmed previous findings with X2(N=40) = 22,045; p = 0,0001963. 
Our results suggest that the null-hypothesis, namely that the characteristics of 
mental images remain the same regardless of the characteristics of its object, 
should be rejected.

The low p-value (p ≤ 0.05) confirms the alternative hypothesis, which 
proposes that there is a significant interrelation between properties of an 
object and properties of an image. Particular properties of an object influence 
the characteristics of an image formed to present this object. It can be seen 
from Tables I-III that the distribution of answers across three types of tasks 
was heterogeneous. In particular, the largest number of pictorial responses 
(37,5%) was given on pictorial stimulus (Task 1). Similar observations hold 
for verbal and diagrammatic answers. Stimulus influences the formation of 
mental image significantly. This leads to the conclusion that mental imagery 
does not share certain characteristics that would be independent of the 
characteristics of its object. On the contrary, various properties of the object 
evoke various images. This challenges the idea that one cognitive format 
underlies the formation of mental images.

At the same time, we can observe from Tables I-III that all three response 
types (pictorial, verbal and diagrammatic) were used to solve the three tasks. 
Heterogeneity of how answers were distributed confirms the hypothesis that 
mental imagery cannot be understood from the perspective of one type of 
mental format or representation. Subjects tend to choose various methods 
for their image-formation that varies with multiple influencing factors. This 
conforms to the sign-theoretical account, as according to it there cannot be 
pure images of some particular type. Signs are subtle combinations of their 
elements and dynamic relations between them. Thus, any image might have 
several (that is, symbolic, iconic, indexical)14 characteristics simultaneously. 
Such heterogeneity is clearly seen from the distribution of the answers in the 
experiment.

14 The triadic division on icons, symbols and indices refers to Peirce’s classification of 
signs (Peirce 1994, 1998). The explanation of the theoretically important elements of the 
classification is presented in another paper. In brief, a sign is an icon if it has a power to 
signify its object doe to a similarity with that object, an index if it has a power to signify 
its object due to a real relation with the object of its signification, and a symbol if it has 
a power to signify its object to an interpreter solely because it will be so interpreted. A 
sign can be an icon and an index simultaneously, and nothing real can be a pure icon or 
a pure index. Likewise, a sign can be a symbol, an icon, and an index simultaneously. 
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In addition, the tendency towards the mixture of answer-types was 
confirmed by an observational part of the study, namely the experimenter’s 
interaction with the participants. While receiving the instructions on how to 
solve the tasks, several students asked whether they can use the mixture of 
several methods. Since this question occurred frequently, we concluded that 
they were inclined to use multiple modes of imagining. This could be seen 
as a confirmation that there is no one unified format underlying MI. Also 
the answers indicate this tendency towards the mixture of the response-types 
and the characteristics. Under a closer investigation, it occurred that students 
tended to use (at least) some mixture of answer-types. For example, while 
giving a pictorial answer to the imagined stimulus, a participant might have 
used arrows (diagrammatic method) to show the order of the pictures drawn; 
sometimes there were small linguistic ‘clouds’ indicating a direct speech etc. 
Observations did not conflict with the interpretation of the experimental 
data and can also be read as confirming the main hypothesis, that mental 
imagery, as signs, has different characteristics. Particular properties of MI 
are influenced by multiple factors, including characteristics of the object-
stimulus, task demands, the context as well as individual differences. In brief, 
there is no dominant format underlying MI.

Next, we assumed that individual differences influence the image-
formation. To analyze this two tests were conducted. An introductory pre-
test checked whether individual variations in native language, cultural 
background or occupation influence mental imagery. The after-test (Psi-Q 
test) evaluated subjective vividness of imagery capacity and its influence on 
the response type. In particular, we checked whether a) participants across 
different backgrounds answered similarly (H0) or differently (Ha). For the 
Psi-Q test, we tested whether b) all participants, regardless of any subjective 
differences in the vividness of images, answer similarly (H0) or differently 
(Ha). The same programs (SPSS and R-studio) were used to statistically 
analyse the results. The significance level was α = 0.05. For the first test we 
found no significant correlation between occupation and response type; 
X2(N=40) = 2,853; p = 0,415 (with df = 3); according to Fisher’s test this 
was p = 0, 513. Since the p-value was over 0.05, H0 should be accepted. We 
interpret this as participants answering similarly to the three cognitive tasks 
independently of differences in their professions and cultural backgrounds.

Interestingly, for the second test (Psi-Q test) we found a strong 
correlation between individual differences in MI’s vividness and response 
type. Analysis showed that subjects with higher vividness of MI tended 
to answer pictorially, producing detailed and elaborated images, whereas 
subjects with a lower vividness of MI tended to answer verbally, i.e. in a 
more abstract and general way. The significance level for this test was p = 
0,004, which confirms the alternative hypothesis, namely that participants 
answer differently depending on subjective differences in the vividness 
of images. Our interpretation is that individual differences in cognitive 
capacities influence the formation of MI.
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Taken all the above into account, a couple of general conclusions 
concerning the nature of mental imagery may be drawn. First, our empirical 
research suggests MI to exhibit characteristics that varies with multiple 
factors, and thus appears to be heterogeneous in nature. Our proposed 
interpretation is that MI would be poorly understood assuming it to be 
of some general or universal mental kind or format. Second, properties of 
mental images vary with the characteristics of the object-stimulus. MI does 
not share characteristics independent of the properties of an object-stimulus; 
rather, MI encapsulates properties of the imagined stimulus, which suggests 
that features of mental image depend on features of an object that it professes 
to represent. Finally, properties of mental images are dependent on individual 
differences in imaginary capacities. Indeed, human cognitive capacities surely 
should not be assumed to be equal: having more or less vivid imageries is well 
documented, both within a person and across people. Personal capacities and 
dispositions influence the characteristics of the produced images.

We could read these conclusions to propose that MI cannot be 
comprehensively explained by the prevailing representational theories that 
take MI to be, alternatively, matters of quasi-pictorial or propositional 
representations (Kosslyn 1980, 1994; Pylyshyn 1981, 2002). Our evidence 
showed that no dominant representational format underlies imagery. In the 
very least, MI can hardly be viewed as a static mental representation of a fixed 
particular format, which is implied by computational-repesentational paradigm 
(Clapin 2002; Marr 2006). Rather images change their characteristics dependent 
on the context, task, and the features of the objects. Dependence of an image-
formation on the characteristics of its co-related elements strongly suggests that 
MI is not the matter of a static representation, and that dynamic mental activity 
occurs within the context of the creation of mentally depicted relations.

A coherent account on the nature of MI would explain such features as 
the heterogeneity of its characteristics, its task-context-object dependence, 
and the influence differences have on the image formation, among others. 
It might be difficult to explain all these facts by traditional representational 
theories of MI. Although, quasi-pictorial theory could easily accommodate 
pictorial data, whereas propositional theory – verbal data, the explanation 
of the current results by traditional accounts will still remain partial. The 
restriction of MI to quasi-pictorial – propositional dichotomy inevitably 
neglects at least some of the above-stated characteristics of MI. The reason for 
this might be hidden in the implicit demand of the dominant computational 
paradigm: the search of the primary code, which would unravel the complex 
mechanisms of human mind. However, new research methods and empirical 
data show that above-stated demand might be misleading (von Eckardt 1993; 
Bechtel 1998; Knuutila 2005, 2011). The results of current empirical study 
confirm this idea. Similarly, enactivist theory can potentially explain the 
dynamic relations and task-object dependence, but it could hardly account 
for divergent characteristics of images. Enactivism lacks a comprehensive 
explanation of MI’s structure and diversity.
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In contrast, the sign-theoretical approach that we have advocated can 
accommodate heterogeneity of MI’s properties, its task-context-object 
dependence, and individual differences in imaginary capacities within one 
framework. First, MI can be seen as a sign that consists of three elements: 
representamen, object and interpretant. Taking MI to be of this triadic 
structure allows a detailed explanation of the nature and function of images 
in human cognition. Second, the theory of signs proceeds to take mental 
capacities to be of signifying nature. This would connect MI with many 
other cognitive abilities of the human mind, and would explain individual 
differences and dispositions in the creation of MI. Third, the theory is 
concerned with the dynamic and open nature of semiotic relations between 
the three elements of a sign. This allows it to be applied to the explanation of 
divergent and changing properties of mental images.

Although experimental findings support the theory of sign towards 
investigation of MI, one might also argue that there are certain weaknesses in 
experimental studies conducted on MI. First, our three cognitive tasks might 
evoke different cognitive capacities (e.g., decision-making, creative thinking 
etc.) as well. How can one be sure that it was MI that was used to solve these 
experimental tasks? Now the employment of mental images was ensured 
by the precise and detailed instructions given by the experimenter and by 
receiving personal confirmation that each participant understood the task. 
Nevertheless, it is not straightforward to separate MI from other cognitive 
faculties or to eliminate their influence on the response rate. Also, the design 
of the task is not free from criticism, especially if compared with previous 
studies on similar matters. To this we reply as follows. In contrast to standard 
cognitive tasks testing MI where subjects are asked to memorize some 
stimulus, our task to imagine the rest of the story is markedly different. It 
allows testing the production of an image in natural way, such as what people 
might use in their daily life while planning, thinking, analysing, reasoning 
or daydreaming. There are in fact indications that two-thirds of our waking 
life mind is actually wandering and not well controlled or self-controlled by 
us, the self, by some cognitive agency (Metzinger 2017). In light of mind-
wandering theories, it is only natural to test the nature of MI in the proposed 
manner. The MI produced as a response to our cognitive task is not artificial 
but spontaneous and may in fact be more ‘ecologically valid’ – subjects were 
free to choose any method to imagine and were not asked or expected in any 
way to remember the stimulus.

Further, one could read the results of the study differently, saying that 
shown heterogeneity of imaginary characteristics might be understood on 
phenomenal level only, while internal structure of MI remains one and the 
same. In this case, internal structure of MI is supposed to be hidden and 
consciously15 inaccessible. While current study does not apply brain-scanning 

15 According to the sign-theoretic account, there are several levels of conscious access to a 
mental sign (for details, see Champagne 2018). The ‘sub-personal’ level corresponds to 
single sensations and qualities that are registered by the mind, but are not yet attended by 
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techniques in demonstrating the underlying difference in neurophysiological 
terms, it does show the structural difference of the various images produced as a 
response on different stimuli, which implies the former. If the representational 
format of MI would indeed be sub-personally and unconsciously one and the 
same across different images, then the answers to imaginary tasks would be 
expected to be similar. But this is not the case. Moreover, one would expect 
one and the same subject to answer similarly to all stimuli, but this was not the 
case either. One and the same subject typically used various types of images 
to answer different stimuli. Based on the above-stated data this difference 
is statistically significant. Thus, we are inclined to conclude that shown 
heterogeneity of MI’s properties is not (just) phenomenal: the difference in 
the modes of expression of an internal image does say something about sub-
personal and unconscious level of image formation.

Finally, the limited sample size and the volunteer sampling method 
instead of full randomization may be a limitation of the current research, 
conducted under limited organisational allowances, and random sampling 
method and larger sample size is suggested for replication.

To sum up, limitations notwithstanding, explanations of MI should not 
overlook the potential of seeing them as signs. A sign-theoretical approach 
might overcome some long-standing controversies and limits of the prevailing 
representational accounts. In particular, the experimental approach suggests a 
new perspective where divergent properties of mental images come together 
under the umbrella of a Peircean theory.

5. Conclusion

We studied the nature of mental imagery by an experiment in the 
theoretical context of Peirce’s semiotics (the theory of signs). An empirical 
test was carried out that hypothesised that mental imagery can be accounted 
for in that theory. According to the theory, MI is a sign that consists of three 
relata: representamen, object and interpretant, and it is characterized by 
dynamic and context-dependent semiotic relationships. To test the hypothesis, 
an experiment was designed. The analysis of the results showed that 1) the 
characteristics of mental images are heterogeneous in nature; 2) properties 
of mental images are dependent on the characteristics of object-stimulus; 
3) properties of mental images are dependent on individual differences in 
imaginary capacities. These results were interpreted to indicate that, contrary 
to standard representational accounts, MI does not emerge from one dominant 

the conscious self. The internal structure of the mind and MI, however, does not change 
dependent on the level of conscious accessibility. Higher level of conscious access – 
which is the level of current study – is the indicator of the internal (sub-personal/hidden) 
structure. The sign-theoretic account that we are applying can accommodate these levels 
within one theoretical framework. 
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representational format (such as quasi-pictorial or propositional). Standard 
representational accounts may fail to provide comprehensive explanations of 
heterogeneous characteristics of MI and their context dependence. Our study 
concludes that these features can, however, be explained by Peirce’s theory 
of signs. The results support the idea that MI can be seen as signs. Under 
that light, MI constitute complex mental phenomena with manifold traits and 
dynamic, continuously changing relations between its elements. While new 
empirical investigations that exploit the sign-theoretical approach are needed, 
this interpretation of the results of the present experiment is also a strong 
indication that the theory of signs is a viable methodological alternative that 
accommodates heterogeneous empirical evidence.
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Appendix A: The Examples of cognitive tasks

Task 1: a) Look carefully at the story. What will happen next? b) Imagine 
the rest of the story, and c) Express the imagined on the next page using any 
method of expression.
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Task 2: a) Read carefully the story. What will happen next? b) Imagine 
the rest of the story, and c) Express the imagined on the next page using any 
method of expression.

One night, Millie was up late reading in bed. She finished the book she 
was reading and looked over to her shelves to see what else she might read 
before she went to bed. Right there on her shelf was something she had never 
seen before. It was a blue bottle. The blue bottle was about as tall as a small 
book, had a round bottom, and a thin neck. And while the bottle looked as 
if it were made out of glass, Millie could not see through it. Millie got out 
of bed and went over to the bottle. She picked it up, carefully, afraid that it 
might break. She was surprised at just how heavy it was. Certainly heavier 
than any other bottle this size she had ever before lifted.

She looked down into the bottle, but it was too dark inside to see anything. 
So she shook it. She heard a rattling sound. There was something inside! She 
turned the bottle upside down and shook it again, to see if anything would 
fall out. Something almost fell out and then it didn’t. Whatever was inside 
was now stuck in the bottle’s neck. Millie shook harder and harder. Finally, 
something small fell onto the floor. It was a ...
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Таsk 3: a) Look carefully at the story. What will happen next? b) Imagine 
the rest of the story, and c) Express the imagined on the next page using any 
method of expression.
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philosophical intuitions without already having such an evaluation in hand. I call this the 
“The Secondary Calibration Problem”. The upshot is that even though I believe there is 
much to learn about the etiology of intuitions that will be useful, these problems severely 
hamper our ability to answer many of the central questions we have about the nature and 
trustworthiness of philosophical intuitions.
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I. Introduction

The discoveries and theoretical developments associated with 
experimental philosophy have turned new attention to philosophical 
intuitions – upon their nature, their reliability, their stability, and a host 
of other dimensions. With this recent interest, it has become increasingly 
common for authors to suggest that understanding the psychological 
processes that generate philosophical intuitions will provide a much needed 
source of answers for various questions about their nature. More specifically, 
it is generally assumed that if we are to gain a good sense of the reliability of 
philosophical intuitions (and the degree to which experimental philosophy 
challenges their role in philosophy) it is critical to get a firmer grasp of the 
sort of cognitive faculties that produce them. For example, Helen De Cruz 
states that “. . . understanding the etiology of philosophical intuitions is vital 
for making headway in debates on their evidential value” (De Cruz, 2015, p. 
235). Similarly, Brian Talbot tells us that the best way to address concerns 
about philosophical intuitions is to “develop a general and systematic 
understanding of how intuitions work: where they come from, how they 
are generated, what they are and are not based on, what factors affect them” 
(Talbot, 2009, p. 159). Echoing these themes, Joshua Alexander asserts that, 
“[w]hat is needed, then, is a better understanding of the cognitive processes 
involved in the production of our philosophical intuitions. By coming to 
better understand what intuitions are, where they come from, and what 
factors influence them, we can better understand what role they can play in 
philosophical practice” (Alexander, 2012, p. 3).1

For the most part, I am sympathetic with the idea that a good way to 
enrich our understanding of some psychological state or condition is to 
attend to its etiology. If we want to know the nature of some mental state and 
its relation to the world, then it certainly makes sense to attend to how such 
states are formed – to the cognitive machinery and conditions that generate 
them. However, despite the prima facie reasonableness of many such projects 
in psychology, I’m going to present a more pessimistic outlook about what 
we should expect from such a project in the case of philosophical intuitions. 
More specifically, I’ll suggest that there are two central problems that prevent 
a deeper understanding of the cognitive source of intuitions from doing much 
of what we would like it to do. The first problem is that for an important range 
of philosophical intuitions, it is doubtful that there is a stable set of cognitive 
processes and mechanisms generating them that is sufficiently universal to 
allow for the sort of generalizations we would like. That is, for an important 
class of philosophical intuitions, they are likely created by an assortment of 
varying psychological operations, and that learning about how a particular 
intuition is created is unlikely to tell us much about how other intuitions are 
formed. In short, there is no faculty of intuition in any meaningful sense. I 

1 For further examples of this perspective, see Allman and Woodward, 2008; Fischer and 
Collins, 2015; Knobe and Nichols, 2008; Knobe and Prinze, 2008; Scholl, 2007. 
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call this the “Etiological-Diversity Problem”. The second problem stems from 
the fact that one of the primary things we want knowledge of the intuition-
producing cognitive machinery to tell us about is the reliability of the intuitions 
they produce. However, this expectation gets the normal order backwards. 
The evaluation of cognitive processes or mechanisms typically requires a 
prior evaluation of the normative status of the states they produce in different 
contexts. We typically distinguish proper functioning and competence from 
improper functioning and performance errors by virtue of the quality of the 
mechanism’s output. It is far less clear how this order can be reversed – how 
we can use understanding of the functioning of a cognitive process to then 
evaluate the nature of the cognitive state it generates. Consequently, it is hard 
to see how an understanding of intuition-producing mechanisms will allow 
us to evaluate the epistemic status of philosophical intuitions without already 
having such an evaluation in hand. I call this the “The Secondary Calibration 
Problem”. The upshot is that even though I believe there is much to learn 
about the etiology of intuitions that will be useful, these problems severely 
hamper our ability to answer many of the central questions we have about the 
nature and trustworthiness of philosophical intuitions.

To show all this, the next section will fill in some of the background 
on what I will call the “etiological project”2, briefly looking at some of the 
programs of cognitive research where it has been pursued in understanding the 
way philosophical intuitions are generated. Then, in Section III, I will present 
the etiological-diversity problem and explain how it is likely to undermine 
our ability to make significant generalizations about the way philosophical 
intuitions are produced. In Section IV, I will present the secondary calibration 
problem and explain how it poses a barrier to our epistemic evaluation of 
intuitions. Section V offers a brief conclusion and some recommendations 
about how to move forward in light of these considerations.

II. Investigating the Etiology of Intuitions:
The Why and the How

The term “philosophical intuition” is widely recognized as having 
an unclear extension and refers to a range of different types of states and 
attitudes (Nado, 2013). To focus our discussion, I will restrict my analysis 
to the sort of intuitions generated by the consideration of a philosophical 
vignette or thought experiment, the scenarios that comprise what is often 
referred to as “the method of cases”. Famous examples commonly discussed 
in the literature include the intuitive judgments prompted by Gettier’s 10 
Coin Case, Kripke’s Gödel cases, Thompson’s violinist case, and so on. We can 
refer to this class of intuitions as Thought Experiment Intuitive Judgments3 

2 This has also been referred to as “the sources project” (Pust, 2017) and the “cognitive 
program” (Sytsma and Livengood, 2016).

3 The term ‘judgment’ is ambiguous, in that it refers to both a process (the judging) and 
the end result of the process (the resulting judgment). Here I am using the term in the 
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or “TEIJ”s for short. Even with this restriction, there are still debates about 
the psychological nature of such states. Some regard them as a type of belief 
(e.g., Lewis, 1983), while others suggest they are an inclination or disposition 
to believe (Sosa, 1998; Earlenbaugh and Molyneux, 2009), while still others 
argue that they are a distinctive type of “intellectual seeming” or a distinct 
type of propositional attitude (Bealer, 1998). The latter strikes me as the most 
plausible perspective, although not a lot of what I will say will depend upon 
this. Writers have also emphasized the distinction between the psychological 
state – the intuiting – and the content of such a state – the intuited (Lycan, 
1988). Our discussion here will focus upon the psychological processes and 
mechanisms that produce the former.

Let’s begin by stepping back and considering why we want to study the 
etiology of intuitions in the first place, and then we can consider how such 
a study is likely to go. As suggested by the quotations in the introduction, 
the desire to learn about the cognitive processes and mechanisms that create 
philosophical intuitions is grounded in the assumption that doing so will help 
us answer a number of important questions about their nature. A couple of 
central questions we assume studying the etiology of intuitions will help us 
answer are these:

1. Are the cognitive processes and mechanisms that produce intuitions 
trustworthy – do they produce accurate representations of facts 
concerning philosophical matters, and if so, how?

2. Insofar as such mechanisms occasionally go awry, what sorts 
of conditions and situation are likely to lead to their improper 
operation and thus to the production of faulty intuitions, and how 
can these conditions and situations be avoided?

The linking of these sorts of questions and empirical work on the etiology 
of intuitions is, at least initially, easy to understand. If you want to know 
about the reliability of a cognitive mechanism, then you need to understand 
its actual nature – its basic operation, the sub-systems involved, the sort of 
computational processes involved, its responsiveness to mind-independent 
reality, and so on. If you want to know how it properly functions, and to be 
able to distinguish proper function from malfunction, then, at the very least, 
you need to learn about its normal operations. Moreover, learning about the 
functioning of a faculty is often a critical step in learning about the nature of 
the sort of cognitive state it generates.

There are couple of important things to notice about these questions. 
The first is their clearly normative nature. Notions like trustworthiness 
or proper and improper operation demand more than a straightforward 
mechanical description of the system’s operations; they demand that we 
make value assessments that rank some types of functioning as superior to 

latter sense – referring to the state produced, the relevant intellectual seeming that such 
and such is the case.
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others. We want to gain knowledge about the processes and mechanisms 
that create TEIJs because we think such knowledge can tell us something 
about the quality of those intuitive states. As we will see below, establishing 
this normative dimension for the cognitive machinery responsible for an 
important class of intuitions is going to be deeply problematic. The second 
thing to note is that questions like these are related; answers to some clearly 
depend upon the answers to others. Questions about malfunction or about 
flawed performance presuppose that we can ascertain when a faculty is 
functioning properly, and that clearly requires knowledge about the process 
whereby it generates appropriate outputs. To some degree, questions like 
these stand or fall together. Difficulties with answering any one of them will 
likely raise significant problems for answering others.

So much for the why – what about the how? How should the etiology 
of intuitions be investigated? While some have suggested that intuitions 
can be adequately investigated using introspection or some sort of a priori 
reasoning, there is a growing consensus that the production of philosophical 
intuitions is an empirical matter and should be investigated by the relevant 
areas of cognitive science (Talbot, 2009). Like any other sort of cognitive 
state, philosophical intuitive judgments are first and foremost types of 
psychological phenomena that should be treated as such. Still, this constraint 
allows for a very broad range of possible research programs and approaches. 
Pertinent research has come from (and likely will continue to come from) 
an array of different research programs, including everything from low-level 
neurological studies and imaging to much more abstract theorizing about 
computational processes. Indeed, just a casual survey reveals several different 
research approaches that have yielded accounts of the cognitive processes 
responsible for intuitions. While these approaches are not completely 
distinct and often overlap a great deal, they nevertheless involve their own 
presuppositions, conceptual apparatus and over-arching perspectives. Three 
prominent research approaches to understanding the cognitive source of 
TEIJs are: 1) the concept application/categorization approach, 2) the dual-
process framework and, 3) the heuristics approach. It will help to briefly 
consider each of these.

A. The Concept Application/Categorization Framework

It is often assumed that for TEIJs, the judgment stems from the application 
of a philosophical concept to a particular situation. The content of nearly 
all TEIJs can be characterized as having the form: ‘the X in this case is an 
instance of Y’ (e.g., the belief in this case is an instance of non-knowledge; the 
act in the case in question is an instance of immorality; the behavior in this 
case is an instance of free action, and so on). As Goldman puts it, intuitions 
“are what might be called classification or application intuitions, because 
they are intuitions about how cases are to be classified, or whether various 
categories or concepts apply to selected cases” (2007, p. 4). Thus, one clear 
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area of research used to understand the production of TEIJs is psychological 
research on concept application. Within this thriving area of research, there 
have been three central theoretical paradigms about concepts and how they 
are employed in categorization judgments: the prototype paradigm, the 
exemplar paradigm and the theory-based account. Each of these theoretical 
frameworks has demonstrated success in explaining important findings with 
regard to the way we categorize entities, kinds, properties, events, and the 
various other things concepts are about. For example, within the prototype 
paradigm, categorization is usually driven by matching features possessed by 
the target with weighted features that comprise the concept. This approach 
has had considerable success in explaining what has come to be referred to as 
“typicality effects” (Rosch, 1978), such as our tendency to rank members of a 
kind as more typical than others, (Smith and Medin, 1981). By contrast, with 
the exemplar tradition concepts are stored familiar instances encountered 
(Barsalou, L. W., Huttenlocher, J., & Lamberts, K., 1998), so that, say, one’s 
concept of DOG would be represented by a familiar dog stored in memory, 
like the family pet Fido. This helps explain the speed with which we categorize 
atypical but familiar instances. The third tradition – the theory-based 
account – claims that concepts are represented by tacit theories about the 
concept’s target (Keil, 1989). This model explains the various ways in which 
our categorization activity looks more like the application of a theory rather 
than a comparison to some internally stored representation.

On the concept application approach, when imagining the scenario 
presented by a philosophical thought experiment, we classify something or 
someone in the scenario as qualifying (or failing to qualify) as an instance 
of a philosophical property by making a categorization judgment using 
something like a prototype, exemplar or tacit theory. We will look more 
closely at how these three models of concepts could be employed to explain 
philosophical intuitions in the next section. As a preview, there is good reason 
for thinking that all three of these models of concept application are employed 
by our brains. Thus, even if we restrict the etiological project to the concept 
application/categorization approach, it is likely that the way in which we form 
TEIJs varies dramatically between different mechanisms and operations.

B. The Dual Process Approach

Another area of research associated with the production of intuitions 
is the “Dual Process” or “Dual System” account (Evans, 2010; Evans and 
Frankish, 2009; Evans and Over, 1996). According to this view, there are two 
types of processing architectures in the brain. On the one hand, there are 
judgments that involve explicit conscious reasoning and typically result in the 
formation of a belief. This is what happens when, say, someone deliberates 
on the premises of an argument and consciously forms a conclusion. This 
introspectively accessible process is said to be performed by “System 2” in 
the brain. This is contrasted with “System 1” psychological processes that are 
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unconscious, more automatic, and typically outside of our control. Several 
authors have noted that it is likely that our intuitive responses to hypothetical 
cases in philosophy are generated by this latter, System 1 type of processing 
(Weinberg and Alexander, 2014; De Cruz, 2015). The processes that generate 
TEIJs are not introspectively accessible and appear to be quite automatic – we 
hear the scenario and just find that it strikes us a certain way. This has led at 
least some to propose investigating the psychological source of philosophical 
intuitions by using the dual-processing approach.

For example, DeCruz (2015) has employed psychologist Robert 
McCauley’s account (2011) of two different sorts of Type 1 processing to 
explain a variety of philosophical intuitions, particular those involving 
teleology and epistemology. As De Cruz notes, McCauley distinguishes 
between what he refers to as “maturationally natural cognition” and 
“maturationally practiced cognition”. The former involves Type 1 processing 
that spontaneously results from natural development, and requires no special 
training, such as learning to speak one’s native language or ascribing mental 
states to others. The latter involves Type 1 processing that involves a distinct 
skill and requires some degree of training or practice, such as riding a bicycle 
or playing the guitar. De Cruz argues that both sorts of cognition likely give 
rise to philosophical intuitions. For instance, she suggests that intuitions 
involving teleology and knowledge possession arise from maturationally 
natural cognition (because these come about spontaneously without any 
special training) whereas intuitions about, say, how Hume would respond 
to a certain line of inquiry would be produced by maturationally practiced 
cognition (because it requires immersion into Hume scholarship). This is just 
one of the ways in which dual processing theories can be used to account for 
the production of philosophical intuitions.

C. The Heuristics Approach

A third area of research that has made a significant contribution to the 
etiological project is the important psychological work on various everyday 
heuristics that we use in a wide range of endeavors (Kahneman et al., 1982; 
Gigerenzer et al., 1999). Heuristics are often characterized as processing 
short-cuts or rules of thumb that are employed unconsciously to help us 
solve various problems. They tend to be faster and easier to use than more 
complicated calculations, but they can also be unreliable and can lead to 
errors. A classic example is the “recognition heuristic”. Here, subjects employ 
the recognizability of some instance as an indicator of some other, less 
accessible property it might possess. For example, when asked which city is 
larger, it has been shown that people tend to use their recognition of the city’s 
name as a guide to the size of the city – the more recognizable, the larger the 
city is assumed to be. This seems like a reasonable strategy since there is a 
rough correlation between the fame of a city and its size; however, it can lead 
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subjects to make faulty inferences, even when they are provided with further 
information in particular cases suggesting that the recognizability of the city 
should be discounted (Gigerenzer et al., 1999).

One area of philosophical investigation that has explored the role of 
heuristics in producing philosophical intuitions is moral philosophy and 
psychology. Several authors have suggested that our moral intuitions are 
produced by moral heuristics that are employed in our moral judgments 
and often allow us to assign moral responsibility or determine a course of 
action. For example, Sinnott-Armstong et al. (2010) develop an account 
of moral heuristics and intuitions based upon Kahneman and Frederick’s 
(2005) notion of unconscious attribution substitution. With unconscious 
attribution substitution, people unconsciously determine whether or not 
something has a certain attribute, F, by ascertaining whether or not it has 
some other attribute, G. People are typically unaware of substituting the 
heuristic attribute for the target attribute, and the substitution clearly involves 
some sort of tacit assumption about a correlation between the two. It is a 
useful heuristic because the target attribute is often difficult to detect, while 
the heuristic attribute is easier to reveal. Sinnott-Armstrong et al. go on to 
develop a sketch of how such a heuristic could give rise to moral intuitions. 
Because the moral rightness or wrongness of an act can often be very difficult 
to discern, they suggest that people substitute some other attribute, like what 
the majority is doing, or whether or not the act produces unpleasant feelings, 
to ascertain moral propriety. On this account, when presented with a thought 
experiment in ethics, the audience would intuitively judge what ought to be 
done by considering something else, like how the scenario makes one feel.

Summary

This is not intended to serve as an exhaustive overview of the only 
research programs that hold considerable promise of telling us about the 
source of TEIJs. To the contrary, it is intended to help illustrate just how 
much theoretical diversity exists with regard to the etiological project. And 
while these approaches are not always mutually exclusive, it is still true that, 
given the undeniable differences in these research agendas, this variance in 
theorizing is likely to contribute to the problem I will raise in the next section.

III. The Etiological-Diversity Problem

Before explaining the etiological-diversity problem, it will help to consider 
a couple of ways in which diversity regarding intuitions is not the worry I’m 
concerned about. One sort of diversity was mentioned in Section II – that a 
very broad range of different sorts of psychological states get referred to as 
‘intuition’, including the seeming truthfulness of logical claims, semi-informed 
hunches, the puzzling nature of a paradox, and so on. But this diversity can be 
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made far less problematic by simply stipulating that we restrict our analysis to 
one specific type of intuition, as I proposed in Section II. Thus, we can limit 
our focus to the sort of intuition that has played such an important role in 
theory development in philosophy – the immediate, spontaneous reaction to 
a philosophical thought experiment, what I’ve been calling TEIJs. Of course, 
TEIJs may still involve a range of different types of mental states, in which 
case my pessimism would only be reinforced. But for now, for the sake of this 
discussion, I’m going to assume a fair degree of uniformity among TEIJs, qua-
mental state type. The second type of non-problematic diversity pertains to 
the fact that, as with nearly all faculties, the TEIJ-producing process probably 
involves a “boxology” of different sub-systems and modules that collectively 
generate the intuitive reaction. The mere existence of an array of contributing 
sub-modules poses no problem to developing a robust theory of how a given 
faculty works – indeed, spelling out the organizational mechanics or “flow-
chart” of different cognitive process often provides one of the most satisfying 
explanations of how a cognitive task is performed.

If these forms of diversity do not pose a problem for the etiological 
project, then what sort of diversity does? Consider two different types of 
psychological states. For one type, there is something close to self-contained 
cognitive system or module that is responsible for creating the state in question. 
For example, our perceptual systems more or less work in a predictable and 
systematic manner to produce specific perceptual states such as visual or 
auditory experiences. We can study the auditory system and learn about its 
basic functioning – about the relevant parts of the brain that are involved and 
the sort of computational operations employed – and thereby gain a great 
deal of understanding about how hearing works. This understanding yields 
helpful predictions and generalizations because, although it is incredibly 
complicated, it is nevertheless the same core auditory system that is working 
throughout the wide array of conditions in which we use our hearing to 
navigate the world. While there are a variety of different stages and sub-
systems involved, most of the time hearing involves the same sub-systems. 
Hence, there is a faculty of hearing that lends itself to comprehension, and 
thus allows for useful generalizations and predictions about the etiology of 
auditory experience.

However, not all psychological states have such an unvaried, self-
contained faculty that is responsible for their production. Consider beliefs. 
Given the remarkably diverse array of cognitive processes and mechanisms 
that can generate beliefs – perception, memory, inference, introspection, etc. 
– it would clearly be a fundamental mistake to launch an inquiry into the 
“faculty of belief ”. That is, given the extreme diversity of cognitive processes 
that produce beliefs, we should not expect to find an account of belief 
production that will yield the sort of predictions and generalizations that 
we find with perceptual states. Learning about how beliefs are formed via a 
process of inference is not going to tell us very much about the way beliefs are 
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formed via perceptual experience or recall. Of course, this doesn’t mean there 
is no value to studying the cognitive etiology of beliefs, or that we can’t gain 
useful information about these diverse processes of belief formation. But in 
the case of beliefs, it is clearly a mistake to ask questions such as whether or 
not the process that generates beliefs is reliable or improves with training or 
tends to malfunction in certain precise conditions. It is a mistake to ask such 
questions because there is no unique, uniform process that generates beliefs.

So, then, what about TEIJs? Traditionally, many have assumed that the 
proper model for understanding the etiology of intuitions is something like 
the perceptual model just presented. Many philosophers have treated rational 
intuition as if it was the a priori analogue of our senses, providing basic 
evidence about hidden philosophical truths, albeit in a non-sensory way 
(see, for example, Sosa, 1998; Hales, 2012). The intuition faculty is thereby 
treated as doing the same sort of work in philosophy that observation does 
in science – as providing a kind of access to extra-mental facts about ethics, 
epistemology, mind, language, and so on.

Naturalistically inclined philosophers, including those in experimental 
philosophy, have come to reject the idea that intuitions are produced 
by cognitive systems that provide a window or insight into the realm of 
abstract philosophical truths. They are instead committed to explaining the 
production of intuitions along the lines discussed in the last section – as a 
process of concept application or as involving the use of various heuristics. 
Yet, while there has been a rejection of the perception-like model, it is less 
clear that naturalistic philosophers have abandoned the related idea that 
there is a stable faculty or module that generates intuitions about particular 
philosophical matters. For example, Shieber (2012) suggests that there are 
domain-specific, hard-wired, functionally distinct modules that are similar to 
a linguistic processing module and that generate intuitions about the different 
domains of philosophy, such as ethics, epistemology and metaphysics. While 
Schieber’s “Modularity Model of Intuition” stipulates that there are different 
modules corresponding to the different areas of philosophy, it implies that 
the cognitive structures delivering intuitions in each area are relatively stable, 
fixed and uniform.4

But it is far from clear that an even limited sort of uniformity thesis 
is correct. Instead, as I’ll now argue, when we look closely at the way the 
etiological project is actually carried out, there is good reason to suppose 
that the array of operations and sub-mechanisms producing philosophical 
intuitive reactions, even in specific areas of philosophy, vary and diverge 
significantly. That is, the expectation that we will discover a stable module or 
set of modules that systematically generate TEIJs is overly optimistic. Given 
the way the research is unfolding, we should instead anticipate a mixed bag 
of varying procedures and mechanisms that produce TEIJs and that will 
preclude substantial generalizations and predictions.

4 Similar perspectives have been suggested about epistemological intuitions by Nagel 
(2012) and moral intuitions by Hauser, Young and Cushman (2008).
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As we saw in Section II, the range of different research programs that 
have contributed theories about the cognitive etiology of TEIJs is fairly 
broad. These different research programs, with their own theoretical posits, 
principles and approaches, create considerable theoretical diversity despite 
overlapping to some degree. McCauley’s Type 1 account of cognition as a 
source of intuition involving ‘maturationally natural’ and ‘maturationally 
practiced’ cognitive processes is very different from, say, a prototype account 
of how the judgment is produced that appeals to a typicality ranking, or an 
account that invokes a specific heuristic. Of course, theoretical diversity does 
not entail processing diversity or mechanism diversity. Still, this diversity in the 
theoretical terrain at least suggests that we should not expect a single coherent 
etiological account any time soon. Moreover, there is reason to believe that 
these different theoretical frameworks are enjoying success because they 
are actually describing different mechanisms and processes that produce 
TEIJs. In other words, insofar as they disagree, these competing theoretical 
frameworks may nevertheless be correct because they are capturing multiple 
types of operations and processes that are actually devoted to generating 
different intuitions in different circumstances.

Suppose we limit our evaluation to just one of these research approaches, 
and focus solely on the concept application/categorization framework. Recall 
that with this approach, TEIJs are identified with categorization judgments, 
produced by the application of philosophical concepts. The processes that 
generate philosophical intuitions are the psychological processes associated 
with the employment and application of a concept. But even if we focus just 
upon the concept application perspective, there is good reason to expect a 
considerable amount of etiological diversity. As we noted in Section II, there 
are three popular models – prototype, exemplar, and theory models – about 
what concepts are, how they are stored and retrieved, and how they allow 
us to classify things. Of course, within each of these paradigms there are 
theoretical variations and sub-variants endorsed by different researchers. 
For instance, there are different versions of prototype accounts that involve 
diverse ways in which item features are invoked for categorization (Murphy, 
2002). This is perfectly normal for thriving research programs where an 
array of alternative theories compete for consensus through predictive and 
explanatory success. Yet even if we ignore the sub-variants within in each 
paradigm, competition among the three accounts of concept application has 
not yielded a clear winner. Instead, the different theories seem to be enjoying 
considerable success because of different robust findings that uniquely 
support each particular model. For instance, the easy learnability and 
classification of items that possess more prominent and common features 
supports most feature-based prototype accounts. However, the finding that 
we sometimes classify more quickly atypical members that are nevertheless 
similar to those we have been exposed to through personal experience 
undermines the prototype view, but instead supports the exemplar theory. 
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Various other findings that suggest classification does not involve any sort 
of the comparison process lend credence to the theoretical account. And, of 
course, there are findings that serve as evidence for theories of concepts that 
are different yet from these three (Murphy, 2002, Machery, 2009).

This diversity of successful theorizing has led some, in particular Edouard 
Machery and Daniel Weiskopf, to endorse what is sometimes known as the 
“heterogeneity hypothesis” or “pluralism” about concepts (Machery, 2009; 
Weiskopf, 2009). The heterogeneity/plurality hypothesis is simply the view there 
is no single correct answer to what it is for something to be a concept. For most 
items (kinds, properties, relations, events, etc.) we actually possess different 
kinds of concepts, particularly those represented in the manner suggested 
by the three models presented above. In other words, on the heterogeneity/
plurality hypothesis, there is psychological variance not only in terms of what 
the concept is about (e.g., dog vs. cat), but also in terms of the sort of knowledge 
structure that is involved. When I go to classify something as an instance of, say, 
a dog, in certain contexts I’ll do so by employing a prototype representation of a 
dog, while in other contexts I’ll do so by invoking an exemplar (stored memory 
of familiar dog) or some deeper theoretical knowledge about dogs. There is 
no one account that is right and that can yield straightforward generalizations 
about the process of categorization. In other words, on the heterogeneity/
plurality hypothesis, the cognitive nature of concept application/categorization 
is varietal and (duh!) heterogeneous.

A robust defense of the heterogeneity/plurality thesis about concepts 
would take us too far afield, so I will invite readers to examine the arguments 
presented by Machery and Weiskopf and decide for themselves. Most of 
these arguments strike me as absolutely convincing and present the most 
compelling way of making sense of the divergent psychological findings 
regarding the nature of concepts.5 And while Machery goes so far as to 
recommend abandoning talk of concepts altogether (since the heterogeneity 
hypothesis implies there is no conceptual natural kind), we do not need to 
embrace concept eliminativism for the heterogeneity/plurality hypothesis 
to have profound implications for the etiological project. If it is correct, the 
heterogeneity/plurality hypothesis would mean that insofar as philosophical 
intuitions prompted by thought experiments are psychologically generated 
by the application of philosophical concepts, their production would involve, 
as a group, a very diverse range of different cognitive processes.6 It wouldn’t 

5 I will only mention that at least some alternative accounts of the divergent findings, such 
as various types of hybrid accounts (for example, Osherson and Smith, 1981) partially 
agree with the heterogeneity/plurality thesis that different bodies of knowledge and 
processes can be involved in the application of a concept. For example, in Osherson and 
Smith’s account, we might classify something by using a definition in some contexts and 
by using a prototype in other contexts. With such an account, there would also be diverse 
processes that generate TEIJs. 

6 Thus, my claim in this section is a conditional one: if the heterogeneity/plurality thesis is correct, 
it would mean that even if TEIJs are solely produced by processes of concept application, this 
would still involve a diverse range of very different processes generating TEIJs.



Th e Cognitive Source of Philosophical Intuitions 97

simply mean that the cognitive process that generates an intuitive reaction to 
a Gettier-type case might involve one type of concept, say a prototype concept 
of knowledge, while the process that results in an intuition about a Kripke-
style Jonah case would involve a different type of concept, say a tacit theory 
about reference. It would also mean that the conceptual machinery employed 
in response to one sort of Gettier case could be substantially different than 
the conceptual machinery employed in a different sort of Gettier case. Indeed, 
since several different factors can trigger the employment of one type of 
concept rather than another, it could entail the retrieval of different types of 
concepts in different people with regard to the same Gettier case, or different 
types of concepts in the same person in response to the same case at different 
times in different settings. Learning that subjects A, B and C employed 
a certain sort of prototype in categorizing Gettier’s 10 Coins Case as non-
knowledge would be perfectly compatible with subjects D, E and F employing 
an exemplar concept in response to that case, or A, B and C employing an 
exemplar concept in response to a Fake Barn case. The amount of intuitional 
etiological diversity allowed by the heterogeneity/plurality hypothesis is such 
that it would undermine the hope of making broad generalizations about 
how, psychologically, humans respond to philosophical thought experiments. 
Even if we could somehow determine that, say, a particular process involving 
a prototype concept of knowledge yielded a reliable intuition about a Gettier 
case, we would not be able to generalize that assessment to Gettier intuitions 
more broadly given that it is unlikely that such a process is invoked universally. 
And remember, this is the range of etiological diversity that exists even after 
stipulating that our intuitive responses to philosophical cases are entirely due 
to the application of concepts. Considering that it is more likely that TEIJs are 
sometimes produced by processes other than concept application, such as the 
employment of a heuristic or some other form of Type 1 mechanism, then 
my pessimism about the etiological project providing useful generalizations 
looks even more warranted.

So far I’ve addressed the prospects of the etiological project from the 
perspective of some of the different research programs devoted to explaining 
the generation of philosophical intuitions. My claim has been that from the 
perspective of these different research agendas, it is highly doubtful that we 
will eventually end up with an all-encompassing, general account of intuition 
etiological processes and mechanisms or modules that can provide very 
helpful generalizations or that can answer the sort of broad questions many 
have about TEIJs. We are instead likely to find a diverse array of idiosyncratic 
and highly specific etiological processes that apply only to particular intuitive 
judgments in particular situations. This verdict is substantially reinforced 
when, instead of looking at research paradigms broadly construed, we 
look instead at the way investigators try to account for specific intuitive 
judgments that are reactions to specific thought experiments. When we look 
at proposals about how individual sorts of TEIJs are produced, we find very 
particular, idiosyncratic accounts positing operations that make sense only 
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as theories about the specific sort of intuitive judgment in question. Theories 
about the way, say, certain intuitions about moral propriety are produced 
posit such detailed and specific machinery that there is very little chance that 
the same sort of machinery has much to do with the way intuitions about 
epistemology or metaphysics are produced. Indeed, even within particular 
areas of philosophical specialization, like ethics or epistemology, the cognitive 
processes invoked to explain specific philosophical intuitions prompted by 
one sort of case often have little in common with the cognitive processes 
invoked to explain other philosophical intuitions about other sorts of cases 
in the same area. In a sense, this shouldn’t be terribly surprising. Researchers 
construct models that are fine-tuned to explain idiosyncrasies and specific 
noteworthy findings associated with individual TEIJs. In the process, they 
typically propose functional elements and operations that would generate 
the particular observed effects associated with the intuitive reaction, and that 
make sense of only certain distinctive intuitional phenomena.

To see this better, consider one of the most active areas of intuition 
etiological research – work regarding the attribution of intentional action and 
on what has come to be called the “side-effect effect”. Joshua Knobe (Knobe, 
2004, 2008) has shown that people’s intuitions about whether or not an act was 
performed intentionally is often strongly influenced by their moral evaluation 
of the act. Subjects are presented with two scenarios: one where the chairman 
of company adopts a policy for economic reasons but that he knows will also 
harm the environment, and one, (worded in nearly identical language) where 
he knows it will have the side-effect of helping the environment. Remarkably, 
82% of the subjects intuited that the vice president intentionally harmed the 
environment, but only 23% said he intentionally helped the environment. It 
seems that the subjects’ moral assessment of an act (harming as opposed to 
helping) strongly influenced their views on the actor’s intentions.

Because this is a surprising finding about an intuitive response, there has 
been considerable speculation about the underlying psychological process 
that creates this TEIJ. For our purposes, what matters is the specific nature 
of cognitive models that have been proposed. For example, Knobe has argued 
that the reaction in the harm case is due to a subtle interplay of perceived 
features of the case that (unconsciously) play a critical role in the formation 
of the intuition of intentionality. The process is one where the subject first 
determines if the behavior is bad or good, and then assigns intentionality 
depending on the presence of differing features, such as the result being 
foreseeable by the agent or involving some degree of effort, depending on the 
specifics of the case. On this etiological model, “people’s intentional action 
intuitions tend to track the psychological features that are most relevant to 
praise or blame. But – and this where the moral considerations come in – 
different psychological features will be relevant depending on whether the 
behavior itself is good or bad” (Knobe, 2008, p. 144).
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The critical thing to note here is how specific this account is to the 
particular sort of TEIJ that is being explained. This account makes sense 
only with regard to intuitions about whether or not an act is performed 
intentionally by someone in a specific vignette. The account has little value in 
explaining the production of other philosophical intuitions, such as intuitions 
about knowledge, personal identity, reference, or even intuitions about 
deliberate action that are prompted by scenarios significantly different from 
the harm/help scenarios. That’s because the model is designed to account for 
a very particular intuition, and is in no way intended as some sort of general 
purpose model. Indeed, even within Knobe’s account, there is considerable 
variance. As Knobe puts it, “...a given feature may be highly relevant to the 
praise or blame the agent receives for one behavior while remaining almost 
entirely irrelevant to the praise or blame the agent receives for another, 
somewhat different behavior...People’s intentional action intuitions seem 
to exhibit certain flexibility, such that they look for different features when 
confronted with different behaviors...” (2008, 143–144). In other words, the 
specific process that generates an intentionality intuition is going to vary 
from case to case.

When we look at the models designed to explain other philosophical 
intuitions, we find the same sort of idiosyncratic functionality (see for 
example, Arico, et. al., 2011; Sytsma and Machery, 2009). Between these 
accounts, we see very little overlap, except in the boring sense in which they 
all attempt to explain an intuitive response by appealing to mechanisms 
and processes that “make sense” of that particular intuition. Beyond that, 
these accounts have about as much in common as psychological accounts 
of inference and short-term memory – both processes that generate beliefs. 
For most experimental philosophers engaging in the cognitive program, 
explanatory breadth and broad-ranging principles of the sort that would 
allow noteworthy generalizations are neither essential nor expected. Given 
this trend in explaining where TEIJs come from, it seems quite unlikely that 
we will get any sort of unified theory about a faculty that is the source of 
philosophical intuitions.

To wrap up this section, consider again one of the central sort of 
questions it is hoped the etiological project will answer: “Are the cognitive 
processes and mechanisms that produce philosophical intuitions in response 
to a thought experiment adequately reliable?” It is becoming increasingly 
clear that the answer no doubt depends upon which philosophical intuitions 
and which cognitive process and mechanisms you are talking about. Indeed, 
the answer may depend upon which cognitive processes and mechanisms 
producing which intuitions, in whom, in what sort of setting. There really 
is no reason to think that we will eventually develop a uniform account of 
something like an intuition faculty that can answer broad questions about the 
general nature of TEIJs.
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IV. The Secondary Calibration Problem

In the last section, I raised doubts about our ability to find general 
answers to important questions about the etiology of our intuitive reactions 
to philosophical thought experiments – doubts based upon signs pointing 
to the extreme diversity of processes and mechanisms that can give rise to 
TEIJs. In this section, I’m going to raise another problem that would exist 
even without this high degree of etiological diversity. As we saw in Section 
II, the questions we seek to answer about intuitions by investigating their 
etiology have a normative dimension to them. Are the intuitions produced 
trustworthy? In what sort of contexts are they likely to go awry in the 
production of intuitions? The etiological project is at least partially based 
upon the hope that a deeper understanding of the cognitive processes and 
mechanisms that generate intuitions will help us to answer these questions.

This hope is largely motivated by the recognition of a difficulty in 
evaluating the truthfulness of philosophical intuitions. As a number of 
authors have pointed out, perhaps most notably Robert Cummins (1998), 
we do not have an independent method for assessing the truthfulness of 
the contents of these intuitive reactions; we only have the intuitive reactions 
themselves. It may seem true that in Gettier’s 10 coins case Smith’s belief is 
not knowledge, but, ironically, it is far from clear how we can know if this 
intuitive reaction is correct. As Cummins notes, processes and mechanisms 
that deliver information need to be properly calibrated, and proper calibration 
requires independent access to the sort of facts or state of affairs that the 
information is about. But in most cases, there is no independent access to 
the philosophical matters that our intuitive reactions are about. This is 
somewhat unique to TEIJs. If something perceptually seems a certain way 
to us, like the lines appearing to be of different length in the Mueller-Lyer 
illusion, there are strategies we can employ to establish that this seeming is 
mistaken, that the lines are actually the same length (we can, for example, 
measure them). If we want to test the reliability of memories in certain 
contexts, we can do things (like, say, use audio-video recordings) to provide 
an independent mode of access to the relevant source of information, and 
then compare this to the memories. But what do we examine to test the sort 
of metaphysical, epistemological and ethical intuitions that are generated by 
the presentation of a thought-experiment? What can we do to test whether 
the common reaction to a Gettier case reveals a deep fact about knowledge, 
as opposed to a widespread delusion about knowledge? With regard to the 
way things intuitively seem to us in response to many philosophical thought 
experiments, there is no real strategy for assessing those intellectual seemings 
beyond the philosophical theories that the intuitions are employed to 
support or challenge. Reflective equilibrium is often presented as a process 
whereby we can do something like calibration – weighing our commitment 
to the intuition against theoretical commitments with which they conflict. 
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Yet, as Cummins and others have noted, we very rarely reject an intuition 
because it conflicts with a philosophical theory. Instead, we almost always 
use the intuition as compelling evidence that a given theoretical stance is 
false. This has come to be known as the “calibration problem” with regard to 
philosophical intuitions.

So one of the reasons we would like to learn more about the mechanisms 
and processes that generate TEIJs is the hope that it might help provide a 
solution to the calibration problem. If we can come to understand how the 
intuitions are generated, then we might gain a better understanding of their 
reliability. As De Cruz puts it, “...the psychological underpinning of intuitions 
can provide a test key with which to test their validity” (2015, p. 236). Similarly, 
Knobe and Nichols propose that, “[f]irst we use the experimental results to 
develop a theory about the underlying psychological processes that generate 
people’s intuitions; then we use our theory about the psychological processes 
to determine whether or not those intuitions are warranted” (2008, p. 8).

However, there is a fundamental problem with this approach. The 
standard way we normatively evaluate the functioning of a cognitive process 
or mechanism is to first evaluate the quality of the cognitive states it produces 
in different modes and circumstances; then, we use that assessment to evaluate 
the quality of the producer in those different modes and circumstances. In 
other words, we evaluate the normative status of the cognitive mechanisms 
and processes by virtue of what they produce. For instance, we determine how 
well a sensory system is functioning in different circumstances by examining 
the quality of the perceptual states it produces under those conditions. It 
is functioning properly when it produces normatively appropriate (e.g., 
accurate, sufficiently clear, timely, etc.) perceptual states. And it can often 
be characterized as malfunctioning (or irrational, or a flawed heuristic, etc.) 
when it produces states that are not normatively appropriate – states that 
are false or irrational or in some other way inadequate. We gain a sense of 
how reliable a cognitive system is in various contexts by first ascertaining the 
proportion of truthful or accurate states it produces in that context. And this, 
of course, requires us to be able to first assess whether or not a state that is 
produced is actually true or false.

Consequently, because the evaluation of the truthfulness or normative 
value of TEIJs is deeply problematic, the normative status of the cognitive 
processes and mechanisms that produce those intuitive judgments is also 
deeply problematic. Cummins’ calibration problem is generally regarded as 
a problem with calibrating the intuitions themselves – with being able to 
assess the truthfulness of their contents. However, we can now see that it 
extends beyond our evaluation of the TEIJs. It also applies to the evaluation 
of the processes that produce those intuitions because we have no clear way 
to calibrate the functioning of these processes without first calibrating their 
output. In other words, what I am calling the secondary calibration problem 
is based upon the primary calibration problem – the fact that we lack 
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independent access to philosophical truths prevents us from evaluating the 
accuracy of philosophical intuitions. Because we cannot evaluate the accuracy 
of the intuitions, we can’t normatively evaluate the cognitive mechanisms that 
generate them. So the hope of many, that we can overcome the calibration 
problem by learning more about the etiology of TEIJs, is deeply misguided 
because it ignores the fact that the normative assessment of cognitive 
producers usually requires a prior assessment of the cognitive product – the 
very thing that is missing in the case of TEIJs.

The findings of experimental philosophy exacerbate the secondary 
calibration problem because they reveal considerable variance in the intuitive 
reactions to particular vignettes and thereby raise the question of how we 
can know which of these different intuitive reactions are correct. But even if 
this variance had not been demonstrated, or even if widespread agreement 
had been shown, we would still have a legitimate concern that this agreement 
reflects nothing more than a systematic delusion. We already know that in 
the case of several cognitive processes, including different problem-solving 
strategies, people predictably and systematically generate faulty and inaccurate 
mental states (see, for example, Nisbett and Ross, 1980; Kahneman, Slovic and 
Tversky, 1982). We know that many of our cognitive faculties systematically 
fail to produce normatively correct intuitions, especially in particular contexts. 
But we know this only because we can test the mental states produced in 
those contexts. We can measure the lines in a Mueller-Lyer drawing and show 
that our visual seemings are incorrect. We can do careful statistical analysis to 
show that widespread intuitions about probabilities are mistaken. Using these 
findings, we can then theorize about the normative nature of the cognitive 
machinery that produces these intuitions. But without these findings about 
their output, we would have no basis for evaluating their functioning. And it 
is precisely this sort of finding about the status of TEIJs that we don’t have. 
Consequently, we have no basis for evaluating the functioning of the cognitive 
mechanisms that generate TEIJS, and thus we cannot use such an evaluation 
of the functioning of those cognitive mechanisms to provide an assessment 
of those TEIJs.

Another way to think about this issue is in terms of Chomsky’s well-
known distinction between competence and performance (Chomsky, 1965). 
Chomsky and other linguists argue that an underlying linguistic competence 
involving some sort of knowledge structure, like a grammar, produces much 
of our linguistic output, including linguistic intuitions. However, in certain 
situations and contexts, our actual linguistic performance does not properly 
reflect the nature of this underlying competence because of performance 
errors, caused by influences or limitations of other important sub-systems, 
such as working memory or attention. Note that we can call the output in 
such situations performance errors because we have a method for evaluating 
the status of the linguistic output. We can, for example, describe the faulty 
intuition that sentence (A) is ungrammatical by carefully examining it and 
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seeing that, in fact, it properly follows the rules for multiply-center-embedded 
clauses, albeit in a very complicated way:

(A) A man that a woman that a child that a bird saw knows loves.
We can then speculate about the cognitive source of this intuitional 

error, and assign it to something like a failing in working memory. In any 
event, this breakdown in the production of linguistic intuition can only be 
ascertained once we have first determined the mistaken nature of the intuition 
itself. And this is only possible because we have an independent source of 
information (English grammar) about center-embedded clauses that reveals 
the flawed nature of the intuition. If we had no way to assess the accuracy of 
linguistic intuition, and all we had to go on was the intuition itself, then it 
would be very difficult to see how we could distinguish between processes 
and systems that contribute to linguistic competence, or the expression of 
linguistic competence, and processes that instead contributed to some sort 
of intuitional error. Any talk of systematic performance errors presupposes 
the ability to determine flawed output. And that ability appears to be exactly 
what is missing in the case of TEIJs.

One possible strategy for addressing this issue and solving the calibration 
problem has been proposed by Talbot (2009) and is at least suggested by 
De Cruz (2015).7 The proposal is that we can learn about the reliability of 
processes generating intuitions on mundane matters for which we actually do 
have independent access to the truth. We can then extend what we learn to 
the more enigmatic TEIJs and how they are produced. As Talbot puts it:

We can determine how intuitions work – the data they are likely to 
be sensitive to and the data they are likely to ignore, and what factors 
make them more or less accurate – by studying intuitions about non-
philosophical questions we know the correct answers to. These are 
questions about ordinary objects, behavior, possibilities and so forth. 
We can compare what we learn about how intuitions do and do not 
work for ordinary questions with our demands on a source of evidence 
for philosophical questions, and calibrate our intuitions in this way 
(2009, p. 165).

Similarly, De Cruz suggests that if Gettier intuitions arise from folk 
psychological mechanisms, as suggested by Nagel (2012), then we can 
evaluate the accuracy of those intuitions by generalizing from the accuracy 
of folk psychological intuitions on more mundane, testable matters (De Cruz, 
2015, p. 9).

While I regard these proposals as interesting, there are two reason why I 
am not very optimistic about using this strategy for evaluating philosophical 
intuitions and their psychological origins. The first is that a well-known source 

7 I am grateful to an anonymous reviewer for correctly pointing out that I should address 
Talbot’s and De Cruz’s proposals.
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of cognitive error is the employment of cognitive processes or mechanisms 
in contexts that are different from those in which they function properly. As 
Nisbett and Ross put it in their seminal text on cognitive errors: “We contend 
that people’s inferential strategies are well adapted to deal with a wide range of 
problems, but that these same strategies become a liability when they are applied 
beyond that range...” (Nisbett and Ross, 1980, xii). This point applies to a variety 
of cognitive mechanisms and operations, including whatever psychological 
systems and sub-systems that generate intuitions. Just because a cognitive 
strategy produces reliable intuitions about some ordinary testable matter 
(such as, say, whether or not a physical object could be used as a hammer), 
this gives us no reason to think the same strategy would be reliable – or even 
work at all – to create true intuitions about the nature of knowledge, free action, 
reference or any of the other abstract matters philosophers care about. Indeed, 
as Machery has recently argued (Machery 2017), philosophical cases are more 
prone to generating intuitional errors because they typically involve judgments 
about bizarre scenarios with “disturbing characteristics”, like highly unusual 
circumstances and separating properties that normally go together. Intuitions 
about the ordinary can’t go very far in helping us calibrate philosophical 
intuitions precisely because the latter are almost always about the extraordinary.

The second problem with this proposal stems from the etiological 
diversity challenge we discussed in the last section. Talbot and De Cruz’s 
calibration method assumes a high degree of uniformity in the production of 
intuitions, since the processes and mechanisms need to be relatively constant 
and invariable for the lessons learned about intuitions in one domain to apply 
to others. But as we saw in Section III, this sort of uniformity assumption 
is highly dubious.8 Not only is it doubtful that the exact same cognitive 
machinery that generates intuitions about ordinary matters also serves to 
generate intuitions about philosophical cases, but it is also doubtful that the 
cognitive machinery that generates intuitions about particular philosophical 
cases in certain contexts is the same machinery that generates intuitions 
about other philosophical cases or even similar philosophical cases in other 
contexts. This proposed solution to the calibration problem requires precisely 
the sort of generalizations about the etiology of intuitions that the etiological 
diversity problem prevents.

It might be supposed that we can evaluate the reliability of a cognitive 
process that generates a philosophical intuition by demonstrating interference 
– causal influence by sub-systems that have been independently determined 
to be inappropriate. Through independent investigations, we might be 
able determine that a certain module functions to generate a particular 
sort of psychological output, such as an emotional response or a certain 

8 I’m grateful to an anonymous reviewer for pointing out the relation between the 
etiological diversity problem and Talbot and De Cruz’s arguments about calibrating 
intuitions.



Th e Cognitive Source of Philosophical Intuitions 105

attitude. Then perhaps it could be argued that this output is inappropriately 
influencing the TEIJ in question, and thus the process could be characterized 
as introducing a corrupting, error-producing factor. Yet the problem with 
this strategy is that it is always possible for the defenders of the intuition to 
argue that the module’s output is not inappropriate at all, and that, in fact, the 
error lies in any theory that claims otherwise. Indeed, a philosophical theorist 
that embraces the intuition can say these findings reveal an important deep 
truth about the philosophical issue in question; namely, that contrary to what 
some might have thought, it turns out that truthful intuitions about subject 
X require precisely the allegedly “corrupting” sort of input. It seems we can’t 
get away from the fact that any treatment of a cognitive process as corrupting 
requires the prior assumption that the output it helps generate is, in fact, 
in error. One theorist’s evidence of performance error is another theorist’s 
evidence of underlying competence.

A nice illustration of this point involves a well-known argument by Joshua 
Greene challenging deontological ethical theories as an attempt to rationalize 
flawed moral intuitions (Greene, 2008). Greene argues that for vignettes 
describing certain forms of up-close and personal violence, regions of the brain 
known for emotional reactions become highly activated. The amygdala, for 
instance, which is known to be involved in the production of strong emotions, 
is highly activated during footbridge versions of the Trolley case (when most 
subjects have the intuition it is morally wrong to personally cause a death to 
save many lives – e.g., by pushing a man off a bridge), but it is mostly inert 
when the subject is presented with switch versions of the case (where most 
subjects have the intuition it is morally permissible to do something remote – 
throw a switch – that will cause the one death to save many lives). This leads 
Greene to suggest that the amygdala is introducing a corrupting influence of 
emotion in the footbridge intuitions. Greene argues that the proper moral 
intuition, reflecting genuine moral reasoning, is the utilitarian response 
exhibited in the switch case. Although deontological theories (at least ones that 
argue it is always wrong to cause the death of an innocent) are supported by 
the footbridge intuitions, Greene argues these intuitions are not proper moral 
reactions because of the corrupting influence of emotion.

In response to Greene’s indictment of intuitions supporting deontology 
and opposing utilitarianism, some authors have directly challenged Greene’s 
claim that emotional input from brain regions like the amygdala should 
be regarded as corrupting to moral judgment.9 Instead, people within the 
“sentimentalist” tradition of deontology (or, indeed, any form of sentimentalist 
moral theory) argue that the production of proper moral intuitions requires 
an emotional component. For them, the influence of the amygdala is exactly 
what one should expect to find when people engage in proper moral reasoning 
and reflection. Without any independent and compelling means by which we 

9 See, for example, Timmons (2008).
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could evaluate and characterize the footbridge intuitions as flawed, Greene 
has no real basis for treating an emotion-generating cognitive mechanism 
like the amygdala as having an undesirable influence on intuition.

Consider again Knobe’s interesting account of the mechanisms generating 
intuitions about intentional action. An important feature of Knobe’s model is 
that the introduction of moral judgment in the process is no longer treated 
as a corrupting influence, but instead as part of our underlying competence 
in assigning intentionality. As Knobe puts it, “[t]he chief contribution of this 
new model is the distinctive status it accords to moral considerations. Gone is 
the idea that moral considerations are ‘distorting’ or ‘biasing’ a process whose 
real purpose lies elsewhere. Instead, the claim is that moral considerations 
are playing a helpful role in people’s underlying competence itself ” (2008, 
p. 145). Here again we see how a process that some might characterize as 
corrupting can be turned around as a proper part of our competence. This 
will always be possible because without an independent assessment of the 
status of the intuitions produced, we have no independent arbiter of what 
counts as corrupting vs. proper in the etiological process.10

This is not to say that we can’t ever properly treat an input to the 
cognitive process as corrupting or contaminating to the intuition. In fact, 
experimental philosophy has revealed all sorts of ways in which we can show 
that TEIJs can be heavily influenced by factors that, normatively, ought not 
to have such an influence. For example, as Nichols and Knobe (2008) note, 
studies by Lerner et al. (1998) reveal that subjects who have their anger 
aroused by reading a maddening story about a bully are more inclined to 
assign responsibility to agents in unrelated cases of negligence. We can 
plausibly say that one ought not to judge others as more responsible for an 
act just because one is in an angry state, triggered by contemplation of an 
unrelated scenario. There is nothing problematic about identifying so called 

10 Nichols and Knobe (2008) consider this sort of no-arbiter problem in discussing 
intuitions about free will. As they note, studies reveal that subjects are more inclined to 
have compatibilist intuitions toward a vignette that is likely to produce strong affect (like 
someone murdering his family) and incompatibilist intuitions for low affect cases (like 
someone cheating on his taxes). The question is, which of these intuitions are “legitimate”: 
in their terminology, there are two possible models – the “performance error model” and 
the “affective competence model”, and it is far from clear which one is correct. They offer 
a clever study involving deterministic and non-deterministic universes to argue that the 
legitimate intuitions are the incompatibilist ones and, thus, the input of strong emotion 
(creating compatibilist intuitions) is corrupting. While their argument is compelling, 
I see no reason why an equally clever defender of compatibilism couldn’t counter that 
affect is essential for proper intuitive judgments about free will, and that without it other 
corrupting influences (such as, say, tacit beliefs about agent causation or some such) bias 
the process when there is consideration of a deterministic universe. A similar concern 
is raised by Alexander, Mallon and Weinberg (2014), who point out that, “a proponent 
of an affective competence model could suggest that people’s answers in the high-affect 
cases are fine, but that some other mechanism interferes with people’s judgments in the 
low-affect cases...” (p. 41). 



Th e Cognitive Source of Philosophical Intuitions 107

framing effects – ways in which it can be experimentally demonstrated 
that an intuitive reaction is influenced by factors that ought not to make 
a significant difference, like having watched a funny skit from Saturday 
Night Live (Valdesolo and DeSteno, 2006), or having the paper presenting 
the vignette sprayed with Lysol (Tobia et al., 2013). We can, in other words, 
employ a prior understanding of what should and should not be relevant to 
the determination of certain philosophical matters to treat specific inputs as 
contaminating if they influence a judgment about those matters.

It is important to note, however, that many of these revelations of 
contaminating or corrupting factors are not based upon the normative 
assessment of the cognitive machinery that produces the TEIJs. In accounts 
such as Lerner et al.’s, there is relatively little known about the actual cognitive 
machinery generating the judgment. Instead, these evaluations are based 
upon prior beliefs about the sort of factors that are relevant to the type of 
TEIJ generated. We say an intuition about the responsibility of a suspect 
should not be influenced by being in a state of anger caused by something 
completely unrelated to the crime because we have beliefs and attitudes about 
guilt that make such an influence illegitimate. The identification of framing 
effects is not an assessment of the output (TEIJ) based upon an assessment 
of the machinery that produces it. It is an assessment of the output based 
upon an assessment of the input to the machinery that produced it – that 
such input ought to be treated as irrelevant. Further understanding of the 
cognitive etiology is unlikely to have much bearing on that assessment.

Couldn’t we use the assessment of corrupting input to impugn certain 
mechanisms or sub-systems, and then use the activation or engagement of 
such mechanisms to impugn the TEIJ? We might, for instance, show that 
a certain brain region becomes highly activated whenever an unusually 
disgusting scenario is presented, and then argue that it is something like a 
‘disgust affect generator’. Then, if such a mechanism is shown to contribute 
to a TEIJ in which a feeling of disgust should be irrelevant, we could use the 
influence of such a mechanism to challenge the epistemic status of the TEIJ. 
I don’t want to claim that such a scenario is impossible, so I’ll allow that this 
is perhaps a way in which the etiological project could show that a TEIJ is 
faulty. However, I suspect that this would really be another case where the 
inappropriate input would be providing the evidence of corruption, not an 
evaluation of the mechanism. For suppose that the mechanism was activated 
without the relevant input. One might then think that this would be an 
incontrovertible case where we could legitimately say a cognitive sub-system 
is corrupting the intuition-generation process (and not the input itself). 
However, it strikes me as more likely that one of two things would occur: 
Friends of the intuition would either argue that since the mechanism is active 
without being prompted by disgusting input, the mechanism actually isn’t 
simply ‘disgust affect generator’ after all. Or the case reveals that, surprisingly 
enough, a little disgust is needed for the appropriate intuitive response! Either 
way, the case would be far from incontrovertible.
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To sum up this section, Cummins’ original calibration claim is about the 
psychological states themselves, the intuitings (the TEIJs). His claim is that we 
have no way to calibrate them, no independent way to assess the truthfulness 
of their contents. In reply, it has been suggested that perhaps we can calibrate 
them by closely examining the cognitive mechanisms that produce them and 
then use our evaluation of the mechanism’s reliability to assess the TEIJs. 
And my rebuttal to that claim is that this won’t work because, normally, we 
first need an assessment of the output of cognitive mechanisms to determine 
the mechanisms’ reliability; we can’t, in other words, put the mechanisms-
assessment cart before the output-assessment horse. Cummins’ calibration 
problem cannot be resolved by looking at the cognitive mechanisms and 
processes that produce TEIJs because the calibration problem extends to 
our evaluation of those cognitive processes and mechanisms themselves. 
Normative assessments of cognitive processes typically require normative 
assessment of their outputs, and that is precisely what is missing given the 
original calibration problem. While perhaps there will be some limited ways 
in which a cognitive process can be impugned as corrupting, I suspect these 
will be rare, given that friends of the intuition can always claim that the 
allegedly corrupting element is really part of our underlying competence. 
Finally, it should be noted that the most of these strategies are ones that could 
be used to show that an intuition-producing process is flawed or in error. I 
have no idea how we could demonstrate that an etiological process is reliable 
and produces appropriate intuitions. Given that one of the main goals of the 
etiological program is to show if and when intuitions are accurate, this is a 
major limitation.

V. Conclusion

Assuming the arguments presented above are sound, what should be the 
way forward with regard to our investigation of the etiology of philosophical 
intuitions? While I have offered a somewhat pessimistic outlook about what 
such an investigation is likely to yield, I certainly do not want to imply that 
I think investigating the psychological source of philosophical intuitions 
should stop or is a worthless enterprise. Quite the contrary – I believe that 
there is a great deal to be learned that will be valuable, and that although we 
may be unable to answer all of the original questions we began with, we can 
still address a number of important ones.

In light of the etiological diversity problem, how should we proceed? 
Although I believe we need to substantially temper or even deflate our 
expectations for the etiological project, the good news is that we can and should 
continue doing much of what we saw in Section III is already being done by 
many researchers; namely, rather than looking for a psychological account of 
the faculty of intuition, instead investigating how particular individual TEIJs 
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are created in particular situations and with particular populations. Rather 
than trying to find an account that explains how epistemological intuitions or 
metaphysical intuitions are generated, we should instead focus on explaining 
individual reactions to specific thought experiments, trying to construct a 
plausible model tailored for each one. Perhaps in certain cases the application 
of some sort of heuristic makes the most sense, whereas in others it might 
involve the application of a specific type of concept, whereas with others maybe 
some other sort of complex process is involved. This means there won’t be 
an etiological project, but many. While investigating the cognitive source of 
each individual sort of TEIJ may sound daunting, the list of important and 
impactful intuition-producing thought experiments in philosophy is not 
terribly long. And as we saw, much of this sort of work is already underway 
in the cognitive program of experimental philosophy, especially in the area of 
moral psychology.

What about the secondary calibration problem? As I noted in section IV, 
there may be some clever ways in which the reliability of a TEIJ can be called 
into doubt by focusing on cognitive machinery producing it. But I am inclined 
to think this will be the exception and not the norm. And while the unreliability 
of intuitions can occasionally be shown, I am much less optimistic about the 
prospects of demonstrating the trustworthiness of intuitions in this way. Thus, 
this problem adds to a growing list of considerations that have motivated several 
authors to challenge the import we typically assign to philosophical intuitions 
prompted by thought experiments.11 Given these considerations, it makes 
sense to step back and ask what we want an account of some philosophical 
notion to do for us. Traditionally, we want that account to accurately capture 
some sort of mind-independent deep philosophical truth, and the hope was 
that intuition would guide us to such an account. However, if there is no way to 
demonstrate how and when the cognitive machinery producing TEIJs succeeds 
in relaying or transmitting these philosophical truths, then perhaps it is time to 
reconsider how we assess our philosophical theories.

One sensible option is to recognize that philosophical notions like 
knowledge, justice, freedom, responsibility, reference, moral goodness 
and the like all play very important roles in different aspects of our lives, 
including social institutions, legal systems, politics, science, normativity and 
so on. Instead of treating TEIJs as something like observational evidence, 
and thereby treating them as of central importance in determining which 
philosophical accounts we ought to embrace, we can and probably should 
diminish their significance and allow other, more pragmatic considerations 
take center stage. We should favor theories not because they are sanctioned 
by intuition, but because they put forward philosophical principles and 
concepts that do the sort of work we need them to do. Take, for instance, 

11 See, for example, Machery (2017), Weatherson (2003) and Weinberg, Nichols and Stich 
(2001).
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our conception of knowledge and the Gettier intuitions that challenge the 
justified, true belief account. Given that the justified true belief account is 
straightforward, easy to use, and works quite well in distinguishing knowledge 
from non-knowledge in nearly every important and realistic setting (such as 
in distinguishing science from non-science), and given that we have no way 
of ascertaining the accuracy of the Gettier intuitions, a reasonable response 
would be to simply ignore them (Weatherson, 2003). This is just one example 
of how, although the etiological project cannot inform us about a faculty of 
intuition (because there is none), nor conclusively show that intuitions are 
produced in a reliable manner, it can nevertheless motivate a sensible path 
forward by diminishing our reliance upon intuitions. Indeed, the problems 
that plague the etiological project may eventually prove to be benefits insofar 
as they help promote a more reasonable and pragmatic outlook on theory 
development in philosophy.
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Abstract. If a conclusion was reached that creatures without a language capability exhibit 
some form of a capability for logic, this would shed a new light on the relationship between 
logic, language, and thought. Recent experimental attempts to test whether some animals, 
as well as pre-linguistic human infants, are capable of exclusionary reasoning are taken to 
support exactly that conclusion. The paper discusses the analyses and conclusions of two 
such studies: Call’s (2004) two cups task, and Mody and Carey’s (2016) four cups task. 
My paper exposes hidden assumptions within these analyses, which enable the authors 
to settle on the explanation which assigns logical capabilities to the participants of the 
studies, as opposed to the explanations which do not. The paper then demonstrates that 
the competing explanations of the experimental results are theoretically underdeveloped, 
rendering them unclear in their predictions concerning the behavior of cognitive subjects, 
and thus difficult to distinguish by use of experiments. Additionally, it is questioned 
whether the explanations are rivals at all, i.e. whether they compete to explain the 
cognitive processes of the same level. The contribution of the paper is conceptual. Its aim 
is to clear up the concepts involved in these analyses, in order to avoid oversimplified or 
premature conclusions about the cognitive abilities of pre- and non-linguistic creatures. It 
is also meant to show that the theoretical space surrounding the issues involved might be 
much more diverse and unknown than many of these studies imply.
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infant cognition

Introduction

Theories in cognitive science and philosophy of mind strive to fit the 
results of experimental psychology. However, the results themselves typically 
do not hand us conclusive answers, so they have to be analyzed, and the 
analysis is in turn subject to theoretical assessment. In this paper I examine the 
assumptions behind the analysis of certain experimental results concerning the 
possible reasoning mechanisms of non- and pre-linguistic creatures.

1 The work on this paper has been supported by the Ministry of Education, Science 
and Technological Development of the Republic of Serbia through the project Logico-
epistemological bases of science and metaphysics (No. 179067). I am also very grateful to 
Jacob Beck for reading the drafts of the paper and making useful comments about it.
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Certain behavior is consistent with a capability for reasoning from an 
excluded alternative: the recognition that if there are only two possibilities 
and it is not one of them, it must be the other. Recently, there have been 
attempts to experimentally test whether some animals, as well as pre-linguistic 
human infants, are capable of this kind of reasoning. I focus on the analysis 
of two studies which test the reasoning abilities of these creatures by setting 
up a task that needs to be solved. Call’s (2004) two cups task tested whether 
great apes are capable of reasoning by exclusion, and since the apes proved 
to be successful at the task, the other study – Mody and Carey’s (2016) four 
cups task – proposed a way to determine the mechanism responsible for that 
kind of reasoning.2 I will demonstrate that there is a mistaken assumption 
in the analysis of the latter study, and that we cannot decide among the 
competing explanations based on the strategy proposed by the authors. I will 
further show that the two main competing explanations cannot be clearly 
distinguished from each other, because their assumptions, requirements, and 
implications are not sufficiently defined. As a consequence, the experiments 
conducted so far, as well as future attempts to decide between them using 
experimental research, might be misguided.

Reasoning by exclusion and possible underlying
mechanisms

In Call’s task, the subjects see the experimenter hiding the reward in one 
of two cups, not knowing which one. They then receive evidence that one 
cup is empty. If they reason by exclusion, they should use the information 
about the empty cup to exclude that location, and instead select the other 
cup. The subjects proved successful at this task (the rate of correct choices 
was significantly above chance), and their success can be interpreted and 
explained by several accounts. The term “reasoning by exclusion” does not 
make commitments as to the particular reasoning mechanism being used 
(Mody & Carey, 2016).

The results of this task were taken by many commenters to indicate that 
the animals manifest a capability for reasoning by the disjunctive syllogism. 
The subjects supposedly reasoned: The food is either in A or B. It is not in 
A. Therefore it is in B. This interpretation imposes the highest cognitive 
requirements: it requires the subjects to be representing the concepts OR 
and NOT as well as the dependent relationship between A and B (embodied 

2 The reader will notice that the two studies are done with different subjects (the latter 
study was done with human children). Moreover, the older children that were successful 
in the latter experiment clearly do not fall into the group of pre-linguistic creatures. 
Although this would make a difference for the plausibility of the thesis that is being 
tested, I, however, do not take this difference to be significant for my analysis, since I am 
interested in the methodology of these experiments, rather than in the results themselves. 
I focus on the difficulty of interpreting the behavioral data, regardless of the particular 
subjects and results of the study.
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by the concept OR). The dependent relationship is what leads the subjects 
to update their representation of B when they see that A is empty, and to 
conclude that B necessarily contains the reward. Updating of B based on the 
information about A is referred to in the literature as 'inferential updating 
(Mody & Carey, 2016).

Another interpretation is named “Maybe A, maybe B”. The subjects 
initially believe that the reward might be in A, and also that it might be in 
B. The two possible hiding locations are regarded independently: gaining the 
information about A does not lead to inferential updating which would form 
a new appraisal of B. Thus, when they see that A is empty, they do not search 
in A anymore, and they proceed to B according to their initial premise that it 
might contain the reward (Mody & Carey, 2016).

The results can also be explained with even fewer cognitive demands. 
According to the “Avoid empty” interpretation, the animals have no particular 
beliefs about whether B contains the reward. They are merely not searching in A. 
When they see that A is empty, they avoid searching in it, and instead approach 
B merely because it is the other salient hiding location available. This does not 
even require representing the alternatives A and B as potential locations of the 
reward, so there is also no inferential updating (Mody & Carey, 2016).

Rescorla (2009) proposed another possible mechanism underlying 
exclusionary reasoning: probabilistic inference over the space of cognitive 
maps. Rescorla defines cognitive maps as mental representations that 
represent geometric features of the physical environment. Their most 
important feature is not having logical form. This allows them to be realized 
without the subject’s capability for logic. The key part of Rescorla’s analysis 
is the Bayesian decision theory, which gives calculations for the distribution 
of probabilities over cognitive maps. Probabilities assigned to cognitive maps 
can be understood as degrees of belief assigned to different hypotheses. The 
subjects recognize two possible locations of the hidden reward, represented 
by two cognitive maps (M1, M2). The maps correspond to two hypotheses 
concerning which cup has the reward in it. The subjects initially lack evidence 
regarding where the reward is hidden, so the initial probability distribution 
treats cups the same:

p(M1) = p(M2) = 0.5

Since they exhaust the space of possibilities, their probabilities sum up to 1.
Also, for each cup there are two possible outcomes: yi – the cup has food 

in it, and ni – the cup is empty, and their probabilities also sum up to 1: p(yi) 
+ p(ni) = 1.

Assuming Mi is true, the probability that the subjects will recognize that 
the reward is in the cup is taken to be p(yi|Mi) = 0.8, since the account allows 
the small possibility of the subject not seeing the reward even if it is looking 
in the right cup.
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Since p(yi)+p(ni)=1, it follows that the chance of false negatives is 
p(ni|Mi)= 0.2

There is also a slight chance of false positives, say, p(yi|Mj)=0.1, which 
makes the chance of a correct observation that the cup is empty p(ni|Mj)=0.9.

When the subject is presented with the evidence that the first cup is empty, 
the probabilities are updated over the cognitive maps using Bayes’ Law:

p(M1|n1) = 0.182
p(M2|n1) = 0.818

The initial probability of 0.5 is lowered for M1 to 0.182, while M2 is 
updated to 0.818, by the process of inferential updating (since the two cups are 
represented as being in a disjunctive relationship). Thus, the subject reaches a 
conclusion that it is more probable that the reward is in cup B than that it is in A.

All four interpretations can explain the experimental results, because using 
any of these approaches would lead subjects to be successful in the task. Subsequent 
experiments were designed to distinguish between these interpretations. I focus 
on Mody and Carey’s (2016) study, which tested for behavioral evidence of 
inferential updating. This should then distinguish between the deductive and 
probabilistic interpretations on one side, and the remaining two interpretations 
which predict no inferential updating on the other side.

Distinguishing between the interpretations

The following experiment was conceived as an extended version of Call’s 
task. Two rewards (in this study the rewards were stickers) were hidden in 
four cups, one reward in each of two pairs. The first pair of cups was covered 
by a screen so that the subject could not see which of the cups the reward was 
placed in, and then the same was done with the second pair. The participants 
were children from 2.5 to 5 years old, divided into four groups by their age. 
When one of the cups was revealed to be empty, the child was supposed to 
pick the other cup from the pair, which is certain to contain a reward.

If children were using the deductive syllogism, they would engage in 
inferential updating, meaning that the information about the empty cup 
(not-A), in combination with the representation of where the sticker was 
hidden (A or B), would lead them to conclude that the other cup from 
the pair necessarily contained the sticker (therefore B). This interpretation 
predicts children will choose the “target cup” (B).

If they were using the “Maybe A, maybe B” strategy, obtaining the 
information “not-A” would not lead to updating information about B. The 
children would still hold on to “Maybe B”, and all the remaining cups would 
seem to be equally good candidates. Thus, the children would choose the 
target cup at an equal rate as the other two cups.
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According to the “Avoid empty” strategy, learning “not-A” would lead to 
avoiding A, but without representations about other possible locations. Thus, 
the subjects would also be expected to choose all three remaining cups at an 
equal rate (Mody & Carey, 2016).

Mody and Carey seem to take the probabilistic account to predict that 
the children will pick the target cup preferentially to the other cups (due 
to inferential updating). Still, they seem to take probabilistic reasoning as 
somewhat “less certain” than deductive reasoning. Thus, the probabilistic 
interpretation might predict preferential choosing of the target cup, but at 
a somewhat lower rate than in the deductive scenario. I will address this in 
more detail in the following section.

Prior to the main task, there was a training phase, which involved only 
three cups: one pair of cups and one single cup, hidden behind two screens. 
The procedure of hiding the rewards was the same: the first reward was 
placed in the single cup, and the second reward was placed in one of the 
cups from a pair. After removing the screen, the child was asked to choose 
a cup. This task did not require reasoning by exclusion, but it still required 
comparing the sure cup to the two uncertain cups.

Results and analysis

In the training trials chance was established at 33%, since there were three 
cups to choose among. The children chose the target cup at rates significantly 
above chance. In the test trials, since the children virtually never chose the 
empty cup, it was taken that three cups were the remaining options, and 
chance was also set at 33%. The results were very similar to the training phase. 
All groups except for the youngest chose the target cup significantly above 
chance, suggesting that they engaged in inferential updating. The youngest 
children chose the target cup in only 36% of the cases, not significantly above 
chance. They behaved in a manner predicted by the “Maybe A, maybe B”, and 
“Avoid empty” interpretations. The rates of choosing the correct cup in both 
phases of the experiment are given in the table.

Training trials Test trials
Age group Success rate Age group Success rate

2.5 47% 2.5 36%
3 60% 3 58%
4 71% 4 64%
5 72% 5 76%

These results indicate that, except for 2.5-year-olds, the children chose 
the target cup preferentially, and thus behaved in a manner consistent 
with inferential updating. This allows accepting only the probabilistic and 
deductive interpretations as possible, while dismissing the others.

We can sum up the main issue as follows.
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In the training trials, an observation that cup A is full leads to representing 
cup A as sure and cups B and C as unsure, which leads to reaching for cup A.

In the test trials, an observation that cup A is empty leads to representing 
cup A as sure (empty), cups C and D as unsure, and leads to updating the 
representation of cup B from unsure to sure (full), and reaching for it.

The two possible interpretations of the results aim to answer the question: 
What is the cognitive process that leads to updating of cup B from “unsure” 
to “sure (full)”?

According to the probabilistic interpretation, the subjects engage in 
Bayesian redistribution of coupled probabilities (synchronously lowering the 
probability of cup A and rising the probability of cup B), while representing 
cups C and D as independent probabilities and as remaining unsure.

According to the deductive interpretation, the subjects engage in a logical 
inference: “The reward is either in A or B. It is not in A. Therefore it is in B”. 
Cups C and D are not included in the inference, since they are represented as 
independent from A and B.

Mody and Carey go further to claim that the deductive interpretation 
is more plausible. Their strategy was to additionally formulate the difference 
between these two cognitive processes in terms of certainty: deductive 
reasoning would lead to a choice based on absolute certainty that the reward is 
in cup B, while the probabilistic one would lead to a choice based on increased 
certainty (the subjects are only more certain that the reward is in B than that it 
is in any of the other cups). They then propose a way of distinguishing between 
these two mechanisms, claiming that one feature of the gathered data indicates 
absolute certainty behind the children’s choice. Namely, the children chose the 
target cup just as often in test trials as in training trials – in which they could 
directly observe (and thus be absolutely certain about) where the sticker was 
hidden. These results suggest that children were absolutely certain in the test 
trials, too. In other words, since the rate of choosing the correct cup was the 
same in the trials which required reasoning as in the trials which did not, their 
reasoning was interpreted as absolutely certain, and therefore, deductive:

Our design did not allow us to distinguish between a choice based 
on absolute certainty and one based on increased certainty. The latter 
would still require that children represented the dependent relationship 
between the two locations, and that they inferentially updated their 
assessment (...); however, the inference children made would not be 
truly deductive. This possibility was put forth by Rescorla (2009), who 
described it in a Bayesian framework, where the probability associated 
with one possibility is adjusted up as the probability of another 
possibility goes down. However, one feature of our data suggests that 
children were making a deductive inference: 3- to 5-year-old children 
chose the target cup just as often in test trials as they did in training 
trials, in which they could directly observe that a sticker was being 
hidden there (Mody & Carey, 2016, p. 46).
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I will proceed to criticize Mody and Carey’s characterization of the 
two reasoning mechanisms by different degrees of certainty. I will first 
demonstrate that this characterization is false, and then I will show that 
probabilistic updating of coupled probabilities cannot be distinguished from 
explicit inferences (for now), and that these two cognitive processes may even 
be only variants of each other, instead of being independent strategies.

Analysis of the analysis

Mody and Carey make a mistake of confounding two possible applications 
of the property of certainty. One is the certainty that defines deduction, 
and applies to the transition from the premises to the conclusion: in a valid 
deductive argument, the truth of the premises guarantees the truth of the 
conclusion. Thus, the subject can be certain that if the premises are true, 
the conclusion must also be true. But this does not tell us how certain the 
subject was in either of the premises, nor of the conclusion. The latter type 
of certainty applies to the propositions themselves, and it can have various 
degrees. The rules of “probability preservation”, or “uncertainty propagation” 
are defined within propositional probability logics. The main idea is that the 
premises of a valid argument can be uncertain, in which case the conclusion 
will also be uncertain (Demey et al., 2017). Therefore, the deductive account 
does not necessarily predict children will be absolutely certain that the reward 
is in cup B. It needs to additionally postulate that they are absolutely certain 
of the premises. This type of certainty is what is of interest for the experiment, 
because the degree of certainty about the final conclusion is what affects the 
subjects’ behavior, and thus the percentages that Mody and Carey appeal to. 
Let us see how this type of certainty is accommodated within the two accounts.

In the probabilistic account, the distribution of degrees of certainty is 
determined mathematically, according to the Bayes’ Law. We saw in Rescorla’s 
account that it allows the possibility of subjects making both false negative, 
and false positive judgements, due to their fallibility. This is reflected in not 
assigning absolute certainty to even the seemingly obvious observations, such 
as “A is empty.” Thus, the “premise” (“Reward is in A”) gains a probability 
slightly higher than 0. This, in turn, renders the probability of the conclusion 
“Reward is in B” as slightly less than 1. The probabilities assigned to cups C and 
D should be equal, and the same as in the initial distribution (0.5). Therefore, 
if the subjects reasoned probabilistically, they would indeed make a choice 
based on “increased certainty” of B over other options, just as Mody and Carey 
suggest.

In the deductive account, however, degrees of certainty have not been 
mentioned. The experimenters expect absolute certainty by default, and the 
percentages of failure of subjects to perform the task (which were at least 
30% of choices, as we saw in the table) are explained by appealing to “noise” 
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or “performance issues”, such as limitations of attention, working memory, 
or other factors. (Mody & Carey, 2016, pp. 46–7). So far, it seems that the 
probabilistic account has a better formal apparatus for dealing with the 
degrees of certainty. Still, there are probably several ways in which they could 
be incorporated in the deductive account as well. One way would be to assign 
probabilities to the propositions, like it is done in the probabilistic semantics. 
We can have a probability function for the propositional language L, and the 
valuations v: L→{0,1} of classical propositional logic can be replaced with 
probability functions P: L→ ℝ, which take values in the real unit interval [0,1]. 
The classical truth values of true (1) and false (0) can thus be regarded as the 
endpoints of the unit interval [0,1]. This would mean taking classical logic as 
a special case of probability logic, or equivalently, taking probability logic as 
an extension of classical logic (Demey et al., 2017). Applying this to the cups 
task, we can formally express the subject’s deductive reasoning as follows:

P(A ∨ B)=1
P(¬A)=0.9
Therefore, P(B)=0.93

In cognitive terms, the probabilities could be defined within a meta-
cognitive level, without being explicitly represented by the subject. Thus, 
even though the subjects reason through a logical inference, each step in the 
inference (e.g. ¬A) may be accompanied by a degree of subject’s certainty about 
the step. However, it is difficult to specify how the probabilities of two or more 
premises are to be combined. Some advocates of this kind of extension of 
classical logic propose a rule that “a p-valid inference cannot take us from low 
uncertainty in the premises to high uncertainty in the conclusion”. They define 
the uncertainty of a proposition p as one minus its probability, 1—P(p). Then 
an inference with two or more premises is p-valid if and only if the uncertainty 
of its conclusion is not greater than the sum of the uncertainties of its premises 
for all coherent probability assignments (Evans et al., 2015).

This version of the deductive account needs to be further theoretically 
developed. Nevertheless, the outline shows a way to implement different 
degrees of certainty into the deductive account. In application to Mody 
and Carey’s results, even though it was shown that there are two separate 
applications of certainty, that still does not prove that they were wrong in 
assigning absolute certainty to subjects reasoning deductively. Indeed, we do 
not know how certain the subjects were of any of their propositions.

Difference between the competing accounts

This brings me to the final point of this paper. What is the difference 
between the deductive and probabilistic accounts? How can we behaviorally 

3 The numerical values of probabilities are just an example.
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distinguish which of these two reasoning mechanisms the subject is using? 
I claim that the two accounts are not sufficiently developed, and not clear 
in their theoretical requirements. This renders them unclear in their 
predictions concerning the behavior of cognitive subjects, and thus difficult 
to distinguish by use of experiments. I will show this by presenting several 
possible candidates by which these accounts might be differentiated.

Degrees of certainty
As I demonstrated, since probabilities (and thus the degrees of certainty) 

can be accommodated within the deductive account, it is unclear whether the 
accounts differ in the degrees of certainty assigned to the conclusion. Thus, 
we do not know whether it is possible to differentiate them empirically – 
whether they predict different percentages of successful task performances. It 
is yet to be shown that there would be a difference at all.

Format of mental representations

Another way to distinguish them might be by the format of the mental 
representations they posit. The accounts were presented as positing different 
kinds of mental representations: the probabilistic reasoning was presented 
as defined over cognitive maps, while the deductive reasoning is taken 
to be computed over proposition-like mental representations, and made 
available by language (Bermudez, 2006). Rescorla’s probabilistic account 
was formulated partly as a way to enable computing sophisticated reasoning 
over non-propositional mental representations. However, neither of these 
accounts is necessarily tied solely to their respective representational formats. 
Probabilistic reasoning may also be computed over propositions – the 
hypotheses which the probabilities are assigned to may as well be in the form 
of propositions. That is, in fact, exactly how the probability distribution over 
competing hypotheses is most often presented (Rescorla, 2009).

In addition, even though it is not the most popular opinion among 
cognitive scientists, there are some authors (e.g. the advocates of diagrammatic 
reasoning) who claim that logical reasoning can be defined over non-linguistic 
representations, and that there is no intrinsic difference between symbolic 
and diagrammatic systems as far as their logical status goes (Shin & Lemon, 
2018). This would imply that proposition-like mental representations might 
not be necessary for logical reasoning. Thus, each of these two accounts could 
be modelled quite differently from the versions of them proposed so far, and 
this would certainly reflect on their behavioral implications, significant for 
the experimental testing.

Logical structure

The most important difference between these accounts is supposed to 
be whether they commit to logical structure – whether they describe the 
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subject’s reasoning as proceeding by logical rules, or by some other kind of 
inference. The deductive account clearly appeals to the logical structure of the 
deductive syllogism. The probabilistic account purportedly does not involve 
a logical structure, but is instead structured as a distribution of probabilities 
over a space of hypotheses (which in Rescorla’s account have the form of 
cognitive maps). However, this attempt at differentiating the two accounts 
also has its difficulties. First, it is not clear how this difference might, if at all, 
be behaviorally manifested. Thus far, we have no means to experimentally 
test between these accounts. Second, it is an open question whether Bayesian 
reasoning is truly an alternative to reasoning by the disjunctive syllogism, or 
one way of implementing it – which might explain why they are also difficult 
to differentiate behaviorally. As Mody (2016) observed, 

the construction of the hypothesis space [in the probabilistic 
account] requires that children enumerate the relevant possibilities, and 
the inference mechanics maintain a fundamentally disjunctive relation 
between them. Further, the lowering of probability associated with 
gaining negative information essentially implements negation. Thus, 
even if reasoning proceeds probabilistically, propositional representations 
including negation and disjunction might be required to represent the 
information that the probabilistic mechanism uses as input.

In other words, it is unclear whether probabilistic reasoning is, in fact, 
dependent on some form of logical reasoning, or on some logical concepts 
at least. It is at least sophisticated enough to involve the ability to distinguish 
between coupled and independent probabilities. I agree with Mody that the 
experimental results presented here do give evidence of representing negation 
and disjunction in some way. However, they do not necessarily imply full-
blown logical inference.

Simplicity of explanation

In referring to the results of similar experiments indicative of the existence 
of basic logical reasoning in 12- and 19-month-old human infants, Arlotti 
and colleagues (2018) admit that a Bayesian probabilistic model of reasoning 
could also explain the results: “Bayesian iterative models (...) could mimic 
deductive syllogism without assuming a logical inference.” However, they 
argue that the probabilistic explanation, although compatible with the results, 
has more requirements than if we only assume the infants are performing a 
logical inference. It requires that infants represent the space of alternatives 
(which is equivalent to implementing a disjunctive representation), assign 
ordered priors to the alternatives, and assess alternative evaluations iteratively 
(Arlotti 2018).

Arlotti and colleagues thus defend the deductive explanation of their 
own results, but differently than the previous authors – merely as a more 
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parsimonious explanation of the results. However, this defence is still not 
unquestionable. One of the reasons is that it is not clear whether the probabilistic 
account actually commits to the assumptions brought up by Arlotti, especially 
if those assumptions imply an explicit representation of assigning probabilities 
to hypotheses, or of assessing the alternatives. Rescorla (2009) describes 
this assignment of probabilities as consisting in “suitable function relations 
between cognitive maps and mental representations denoting numbers”. For a 
cognitive subject to assign probabilities really means “to enter a mental state 
bearing appropriate functional relations to other mental states”. Rescorla seems 
to think that the complex probabilistic computations can be performed at 
lower-level processes of cognition (and perception), and does not really clarify 
what exactly the probabilistic account posits as being explicitly represented 
by the cognitive subjects. Thus, the last possible candidate used for deciding 
between the deductive and the probabilistic accounts – parsimoniousness of 
the explanation – is also rendered unusable, due to the lack of knowledge 
about the exact assumptions of the accounts.

In conclusion, it is difficult to distinguish the reasoning mechanisms by 
their behavioral signatures when the implications of the theories that posit 
them have not been made clear. These accounts have not been developed in 
sufficient detail, and the experimental psychologists should bare this in mind 
in order to avoid oversimplified or premature conclusions about the cognitive 
abilities of pre- and non-linguistic creatures. In addition, the theoretical space 
surrounding these issues might be much more diverse and unknown than 
these studies imply.
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THEORIES OF UNDERSTANDING OTHERS:
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AND THE GUIDING ROLE 
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Abstract. What would be an adequate theory of social understanding? In the last 
decade, the philosophical debate has focused on Theory Theory, Simulation Theory and 
Interaction Theory as the three possible candidates. In the following, we look carefully 
at each of these and describe its main advantages and disadvantages. Based on this 
critical analysis, we formulate the need for a new account of social understanding. We 
propose the Person Model Theory as an independent new account which has greater 
explanatory power compared to the existing theories.

1. Introduction

Humans are hyper-social beings that are highly dependent on adequate 
interaction with others. Right after birth our survival depends on social 
interaction, and this remains a key aspect of biological, economic and social 
success throughout our entire lives. Given the phylogenetic and ontogenetic 
relevance of social interaction, researchers across disciplines aim for an 
adequate theory of how humans are able to understand others. This aim 
has not yet been definitively reached, but recently the debate has received 
new input after a decade of stagnation (in the 90s) within a philosophical 
debate virtually restricted to the choice between Simulation Theory and 
Theory Theory. Now, multiple accounts are on the table. This motivates us 
to clarify the main positions, their arguments and their relations to each 
other. We proceed as follows: first, we dedicate one section apiece to each 
central (class of) positions, namely Theory Theory, Simulation Theory and 
Interaction Theory. Based on the advantages and disadvantages that these 
accounts reveal, we argue in a second step in favor of what we call Person 
Model Theory.

1 For fruitful contributions we would like to thank Atesh Koul and Julia Reh as well as 
two anonymous reviewers. The paper was supported by the DFG-Research Training 
Group (no. GRK2185) “Situated Cognition” and by the DFG-project (NE 576/14-1) “The 
structure and development of understanding actions and reasons”.
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2. Philosophical Theories of Mind-Reading

Three competing alternatives enjoy the lion’s share of discussion 
within the philosophy of ‘mind-reading’. Theory Theory introduces theory-
based inferences relying on folk-psychological rules as the central basis for 
understanding others. This view may account for a great deal of explicit 
and reflective social understanding after age 4 or 5. However, it seems to 
be inadequate to account for the intuitive understanding of others which 
develops rather early in infancy and remains active even after we have 
acquired the capacity for explicit theory-based inferences. Simulation Theory 
is especially suited to account for the early intuitive social understanding 
that takes place on the basis of simulating the mental state of other subjects. 
However, one main deficit is that the simulation process may not be possible 
in many real-life situations, including observations of persons with mental 
disorders or radically different cultural backgrounds. Moreover, it appears 
questionable whether this theory is an adequate framework to integrate the 
basic mirror neuron story on which most defenders of this account strongly 
rely. Interaction Theory argues plausibly for the importance of direct and 
smart perception in social understanding as well as for the distinguishing role 
of online interaction. However, when seen in the light of recently available 
empirical evidence, Interaction Theory overestimates the primacy of basic 
forms of direct social coordination.

2.1 Theory Theory

The core idea of “Theory Theory’ (TT) is the claim that the capacity to 
understand others is based on a folk-psychological theory that is used for 
systematic inferences. Humans employ a folk-psychological theory (i.e. an 
abstract and coherent system of law-like assumptions) to derive the mental 
states of others, such as their beliefs, attitudes, desires or emotions, and to 
thereby anticipate their future behavior.

A modular version of TT is provided by Baron-Cohen (1995), according 
to which the human psychological system is composed of various modules 
which interpret the world in accordance with an inborn organizational 
structure evolved through natural selection. Each module is tailored to solve 
a certain adaptive problem, and correspondingly there exists a specialized 
mindreading system designed to comprehend and predict the behavior 
of other subjects. Due to its linkage with perceptual processes, this system 
enables the recognition of visible cues reliably indicating the internal mental 
states of others. The flexible and fast inference of the complete range of 
mental states from observable signals depends on the management of the 
‘Theory-of-Mind-Mechanism’ (ToMM).

In contrast, Gopnik & Wellman (1992) assume that children gradually 
develop a Theory-of-Mind (ToM) ability that is based on the same cognitive 
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mechanisms that adults apply in the development of scientific theories. 
During a constant learning process, children generate general assumptions 
about unobservable entities, formulate expectations, adjust their theory in 
accordance with the evidential data they collect through experience, invent 
auxiliary hypothesis and replace their theoretical constructs and rules in 
the light of continuously occurring counter-evidences. The progressive 
improvement of this causal-explanatory theory about how others come to 
perform specific actions finally leads to a coherent representational system of 
propositional attitudes.

Accordingly, the main difference between those two accounts concerns 
the acquisition of the ability to explicitly represent the mental states of others. 
Gopnik & Wellman claim that the ToM ability is based on a psychological 
theory which passes through the same dynamic process of prediction, 
falsification and adjustment as do scientific theories, until it reaches the status 
of a mature theory which complies with the demands of a full-blown ToM 
ability. Conversely, Baron-Cohen argues for a phased maturing of distinct 
innate modules, where the ToMM comes into operation only in the final stage. 
Nevertheless, both accounts agree on the assumption that from a certain point 
in infantile development humans refer to a complex theory-like structure of 
mentalistic knowledge to infer the propositional attitudes of others.

This idea is supported by experimental studies proving that approximately 
around the age of 4 children possess the mentalistic abilities to pass the so-
called ‘false belief task’, an experimental setup which has been implemented 
in widely known versions by Wimmer & Perner (1983). According to Baron-
Cohen (1995), at this age children have mastered the use of the ToMM, while 
Gopnik & Wellman (1992) interprets the results as a further improvement 
of their causal-explanatory theory based on previous experiences of false 
prediction. Independently from the question of ontogenetic genesis, the 
employment of theory-based inferences is treated as the general epistemic 
strategy used by older children and adults in everyday life. This inferential 
mindreading mechanism proves especially useful in understanding other 
subjects which differ fundamentally in their mindset and their behavioral 
patterns from oneself. Such situations might occur in contact with members 
of other cultures, with persons suffering from mental diseases, or with animals 
(Newen 2015a). Furthermore, humans tend to use the epistemic strategy of 
TT when a social situation offers merely a small number of perceptual cues 
for the internal state of persons involved (Baron-Cohen 1995).

According to TT, theory-based inferences are the primary mentalistic 
strategy. However, TT overlooks the possibility of having direct access to many 
basic mental phenomena, simply by simulating the other’s situation or directly 
perceiving their mind state. It overintellectualizes intuitive understanding in 
early infancy and it underestimates the role of second-person involvement as 
well as the role of one’s own experiences in understanding others.
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The TT assumes the employment of a third-person viewpoint towards 
another person’s mental states in a manner analogous to scientific inquiry. 
Nevertheless, the ability to comprehend and predict behavior in mentalistic 
terms becomes particularly important in interpersonal cooperation where 
the mindreading person does not merely function as an observer but as a 
dynamic interacting part (Di Paolo & De Jaegher 2012). The worry is that 
the observational stance which is usually adequate in science is only an 
exceptional perspective in understanding others, while humans are frequently 
involved in second-person interactions (Vogeley, Schilbach & Newen 2013; 
Schilbach et al. 2013). Furthermore, instead of relying on a theory, people 
sometimes just rely on their own sparse experiences in similar situations as a 
basis for mindreading (Goldman 1992).

The method of the TT is grounded on the assumption that internal 
mental states are only accessible due to complex inferences whereas 
observational behavior constitutes the evidential basis for further theoretical 
considerations. Conversely, understanding others does not always require 
such intellectual capacities (Gallagher 2008). At least within human culture, 
we seem to possess the universal ability to directly perceive basic emotions 
(Ekman & Friesen 1971; Gallagher 2008; Newen et al. 2015). Even young 
infants are able to intuitively understand others although they have not yet 
acquired an explicit or implicit theory of systematically interconnected beliefs. 
Ontogenetic studies clearly demonstrate that infants of less than one year of 
age are sensitive in their reactions to the affective expressions of caretakers, 
as in the visual cliff experiment (Sorce et. al. 1985), and they expect a smooth 
interaction pattern which leads to irritation if not used, as in the still face 
paradigm (Weinberg et. al. 2008).

2.2 Simulation Theory

In contrast to TT, ‘Simulation Theory’ (ST) dismisses the assumption 
that humans use a specific ‘theory’ to understand other people’s minds. 
Rather, subjects simulate the others’ situations and ‘put themselves in the 
other’s shoes’. The ST account does not need to presuppose a generalized set 
of laws similar to science, and it is characterized as information-poor mind-
reading (Goldman 1992) as it does not presuppose an interconnected set 
of beliefs or belief-like information. However, as argued by Gordon (1986, 
1992), simulating other minds does not merely mean to project one’s own 
situation, as it also requires necessary adjustments concerning other persons 
and their perspectives. It is suggested that ST is routed in phylogenetically 
and ontogenetically basic mechanisms, taking advantage, for instance, 
of human abilities to read gaze direction or to imitate others (Gallese & 
Goldman 1998). Simulation enables subjects to generate explanations for the 
behavior of others and to predict how they are most likely to act in the future 
(Goldman 1989; Gordon 1992; Spaulding 2010). Some of these simulations 
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are thought of as conscious and voluntary processes (Goldman 2006), others 
as unconscious and automatic in the sense that they do not require access or 
control over the stimulation processes (Gordon 1992).

Egocentric errors or biases, i.e. the influences of the mindreader’s own 
mental states on the ascription of mental states to others, provide the first 
evidence for ST (Goldman & Jordan 2013). A paradigmatic example is 
the so-called curse of knowledge. This term designates the phenomenon 
that the participant’s own knowledge influences his attribution to another 
person, although the participant is informed about the difference between 
their own and the other person’s knowledge (Birch & Bloom 2003; Camerer, 
Loewenstein & Weber 1989; Nickerson 1999). ST also gathers support from 
neurophysiological studies where, for instance, amygdala lesions do not only 
strongly reduce the experience of fear in patients, but also their ability to 
recognize the fear of others on the basis of their facial expressions (Adolphs 
et al. 1994).

The interdependence of first-person experience and third-person 
observation receives further evidence from the discovery of mirror neurons. 
The class of mirror neurons, first discovered in monkeys, is active both during 
the performance of an action as well as during the observation of another 
individual performing this very action (Di Pellegrino et al. 1992; Rizzolatti & 
Craighero 2004). It has been proposed that when we observe someone perform 
an action, activation in our mirror neuron system simulates the action ‘as if ’ 
we were performing it. The discovery of mirror neurons is supposed to be the 
most striking evidence for ST, as they are supposed to constitute the neural 
realization of at least the automatic forms of simulation. The mirror neuron 
system has thus been proposed as the basis for our understanding of others 
(Gallese & Goldman 1998; Keysers & Gazzola 2009; Rizzolatti & Craighero 
2004; Sinigaglia & Rizzolatti 2008).

Despite the supporting evidences for ST, the theory faces several main 
issues. First, one can think of many cases in which subjects reliably predict 
the experience and behavior of others without being able to simulate 
them. For instance, ST is not necessary to understand persons with mental 
disorders, such as patients suffering from delusion of persecution, or persons 
who exhibit idiosyncratic, irrational behavior (Tversky & Kahneman 1974). 
The same also holds for beings involved in radically different cultures 
(Newen & Schlicht 2009). Their minds are simply too different from one’s 
own to apply the epistemic strategy of simulation. Nonetheless, persons who 
possess general or specific knowledge about the respective subjects are able 
to understand what is going on in their minds and to successfully interact 
with them (Newen 2015a). This general or specific information we make 
use of can be learned as rules-of-thumb or an explicit theory, e.g. how to 
deal with a schizophrenic family member, without being able to simulate this 
person. Understanding based on behavioral rules-of-thumb or a theory can 
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be quite advanced and enables smooth interaction despite lacking short-term 
or even long-term simulating or intuitive access to the deviating mindset of 
the others. To justify this relevance of rules-of-thumb or explicit theories in 
cases of mental disorders, we appeal to everyday experiences in dealing with 
persons with different mindsets (and without knowing this mindset), but we 
can also rely on studies with Asperger autistic people: they have a large deficit 
in all types of intuitive or simulative epistemic access to others but they can 
learn to partially compensate by learning to apply explicit theoretical rules. 
This indicates that simulation is not necessary and that non-autistic people 
rely on a plurality of epistemic strategies, not only simulation which can be 
lacking (for details see section 3.2 the pathology argument).

Second, ST remains limited in the sense that it adopts a first-person 
perspective in which the simulating individual is still considered as an 
observer (Gallagher 2008). Our requirements for understanding others’ 
actions, however, is critical when we are interacting with them (Schilbach 
et al. 2013) whereby this online interaction is often realized with non-
simulative but complementary actions (de Bruin et al. 2012). Third, the 
discovery of mirror neurons does not so far explain the relation between 
the first-person and third-person perspective. Mirror-neurons encode for 
certain types of actions and emotion, but they do not provide an answer to 
the question of how we attribute internal states to others on the basis of these 
neural processes. Moreover, the neural correlate in the case of third-person 
attribution of, for instance, beliefs does not involve the most characteristic 
correlates of first-person attribution of belief (Vogeley et al. 2001; Vogeley 
& Newen 2002), whereas ST would expect such an involvement. Thus, 
despite the important discovery of the mirror neuron system, its role in 
the process of understanding others still needs to be worked out in detail 
and its function in cases of simulation (which might sometimes happen) 
needs to be complemented by further neural processes. As long as this part 
of the story is missing, the mirror neuron system remains an interesting 
and still important component for automatic social processing (Neufeld et 
al. 2016), but this component still needs to be integrated into a theory of 
understanding others.

2.3 Interaction Theory

Interaction Theory (IT) is a phenomenologically inspired approach 
which claims that we understand others primarily and most importantly in 
situations of direct social interaction, which leads to the distinction between 
online and offline forms of social understanding (Frith & Frith 2003). More 
precisely, IT combines at least two claims: one about the important role of 
direct perception of mental states of others independent from any inferences 
(Gallagher 2008), and one about the primacy of understanding by adequate 
interaction (Hutto & Gallagher 2008).



Th eories of Understanding Others 133

IT characterizes human ‘mindreading’ as a form of smart perception. 
This means that the content of our perceptual experience can be rich and 
include mental phenomena in the sense that we can directly perceive the 
internal states of other subjects. While some argue that the contents of 
perceptual experiences are exclusively low-level properties (Tye 1995), 
in recent years many people have argued that the contents of perceptual 
experiences can also involve high-level entities such as causal relations 
(Butterfill 2009; Siegel 2009), actions and agency (Gao et al. 2009; Rutherford 
& Kuhlmeier 2013). In the same way, a phenomenological perspective is 
often used to argue for the rich content of our perceptual experience in social 
cognition, prominently defended by Gallagher (2008) and Zahavi (2011). The 
general line of argument can be roughly characterized as follows: perceptual 
experiences can be cognitively penetrated and they can thereby involve a rich 
content (McPherson 2012; Vetter & Newen 2014; Newen & Vetter 2016). 
Expert perception, we may say, is different from the perception of laypersons. 
A chess expert has a richer perceptual content when looking at a chessboard 
compared to a novice (Newen 2017). Since humans are hyper-social beings 
and, thus, most likely experts in understanding others, we are able to have a 
rich content in our social perception, e.g. in the perception of others’ emotions 
(Zahavi 2011; Marchi & Newen 2015) or intentions (Pacherie 2005).

The relevance of direct perception has been convincingly argued for, and 
as a consequence even some representatives of TT have recently started to 
include direct perception as an important epistemic tool (Herschbach 2012; 
Carruthers 2015). Thus, direct perception appears as a certain kind of epistemic 
strategy that might be employed in different forms of mind-reading, even 
from a third-person perspective. In contrast, IT accounts rely in large parts on 
the assumption that the central constituent of understanding others is direct 
perception in online interaction which highlights the relevance of the second-
person perspective in mind-reading (Gallagher 2002, 2008). Different versions 
of IT allow for several strategies of understanding others, all of which assume 
the primacy of understanding by interaction (Hutto & Gallagher 2008). De 
Jaegher & Di Paolo (2007), for instance, claim that the constitutive feature of all 
cases of online interaction is participatory sense-making where this is explained 
in terms of coordination. According to them, the process of coordination in 
interaction is constitutive in many cases of social understanding. The main 
examples to support this claim are cases of special joint action based on mutual 
social understanding, such as ballroom dancing.

Some evidence for the relevance of social interaction for social 
understanding is drawn from developmental psychology, which distinguishes 
the capacity for primary, secondary and sometimes in addition tertiary 
intersubjectivity (Trevarthen & Hubley 1978; Trevarthen 1979). Primary 
intersubjectivity involves the ability to reciprocate in face-to-face exchange 
and starts from two months of age onwards and thereby goes beyond the very 
early pure imitation abilities. It is, for instance, demonstrated in the still- face-
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paradigm (Bertin & Striano 2006). Consequently, we have a communication 
basis that allows even infants to exchange and read common cues via bodily 
movements, gestures, facial expressions, eye direction, etc. Secondary 
intersubjectivity is typically realized when triadic intentional communication 
begins, e.g. in interactions involving joint attention which start at 
approximately 9 months. This secondary level involves the understanding of 
other people while acting together in a pragmatic context. It permits sharing 
and coordinating with another person’s attention, feelings and intentions 
toward a third object, event, or action (Trevarthen & Hubley 1978). While it 
is assumed that primary intersubjectivity is innate and allows even newborns 
to perceive other person’s mental processes, secondary intersubjectivity 
develops later in the first year of life. Tertiary intersubjectivity develops when 
children aged 4 begin to employ an ethical stance by beginning to manifest 
explicit rationale about what is right and wrong, as well as explicit attitudes 
about others’ mental states (Trevarthen 2006).

In addition, there is now more and more evidence that social cognition 
is fundamentally different when we are in interaction with others rather 
than merely observing them. This is shown by systematic investigations of 
the underlying neural processing, e.g. in a test of observing facial expressions 
which are either directed towards oneself or towards another. While self-
directed facial expressions lead to a differential increase of neural activity 
in the ventral portion of the medial prefrontal cortex and the (superficial) 
amygdala, other-directed facial expressions result in a differential recruitment 
of medial and lateral parietal cortex (Schilbach et al. 2006). In another study 
(Schilbach et al. 2010) of two persons either realizing joint attention towards 
an object or looking at different objects, it was shown that joint attention had 
a specific neural profile which closely matches with the so-called mentalizing 
network relying on the medial prefrontal cortex and posterior cingulate 
cortex. Furthermore, it was shown that producing joint attention (e.g. 
directing someone else’s gaze toward an object) activated the ventral striatum 
(i.e. reward system). This indicates that activating joint attention is pleasurable 
for healthy people. Together with other evidence, this triggered the claim that 
we should presuppose a second-person neuroscience (Schilbach et al. 2013) 
and, thus, it is convincingly argued that understanding others in a situation of 
online-understanding is systematically different from understanding others 
by observation without interaction.

The most important insight is delivered by the claims that online-
understanding is a specific form of understanding in contrast to offline-
understanding, and that direct perception plays a decisive role in social 
understanding. This is the strongest feature of IT, but it still leaves us with 
the open question whether online understanding is in fact primary to offline 
understanding, and if so in which sense – phylogenetically, ontogenetically 
or even constitutively. It remains questionable to what extent observations of 
simple coordination can be generalized to all cases of social understanding 
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and whether it is prior in comparison to the diverse other forms of social 
understanding (Andrews 2012; Newen 2015a). The evidence here is uncertain 
but evolutionary considerations may speak for the claim that both are equally 
relevant strategies of understanding. To survive as social beings, humans 
need to learn from both interaction and observation as much and as soon as 
possible. Thus, a primacy claim leaves the burden of proof on the side of IT.

Furthermore, IT overlooks the importance of the long-term social 
relationships which are habitual and re-activated in social interactions, e.g. in 
the case of understanding a familiar person. This long-term person-centred 
information can become strongly relevant in shaping an online interaction, 
much more so than any specific information about the situation in which 
one deals with this person, and it is also relevant in offline understanding, 
such as when trying to understand the familiar person while discussing 
him or her with a friend. This criticism can be condensed into one core 
difference for which IT cannot account: namely, the difference between the 
social understanding of a person’s actions in one and the same situation 
type, where in one case the person is a complete stranger and in the other 
a well-known person such as a family member or a friend. This is especially 
relevant since this difference is already implemented in early infancy, e.g. the 
phenomenon of infant shyness in which infants react shyly to adult strangers, 
which manifests during the third quarter of the first year.2 The relevance of 
prior information in the evaluation of a person’s mind-set is also reflected in 
empirical studies investigating the impact of stereotypes. Culturally anchored 
stereotypes (Macrae & Bodenhausen 2000) and stereotypes in general 
(Macrae & Quadflieg 2010) substantially shape our understanding of others 
(review: Newen 2015a, sec. 5.1–5.3).

3. Person Model Theory

3.1. Definition

The central idea of the ‘Person Model Theory’ (PMT) is twofold: On 
the one hand, we need to accept that humans use a multiplicity of epistemic 
strategies (theory-based inferences, simulation, direct perception, contextual 
or narrative embedding) to account for all cases of understanding others. 
On the other hand, we need to take into account that humans rely on prior 
information stored in form of person models and situation models. As such, 

2 Defenders of IT may reply that they can include memorized interactions to account for 
these facts. However, this would require substantial alterations of the innate proposal of 
IT in accepting memorized models of other persons. Another move would be to claim 
that the memorized information is available in the form of narratives, since those are 
an additional tool in IT. Although narratives are an important instrument to enrich 
information about others which unfolds from 2 years of age onwards (Hutto 2008; Newen 
2015), they cannot account for the relevant sensitivity in early infancy.
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the PMT according to Newen (2015a, 2017) aims to answer two mainly 
independent questions.3

The first question asks which epistemic strategy humans use to access the 
mental states of others and to gather information about them. Concerning the 
epistemic strategy, PMT defends the multiplicity view: we do not rely on one 
epistemic strategy as is suggested by most proposals in the literature (e.g. ST 
claims that simulation is the only or at least the absolute dominant strategy). 
On the contrary, human social understanding rather relies on a multiplicity 
of strategies which are for the most part implicitly activated by contextual 
cues. These strategies include at least simulation strategies, theory-based 
inferences, and direct perception, as well as understanding based on social 
interaction and narratives. A plurality of social understanding was described 
by Andrews (2012), but she did not work out the important difference 
between epistemic strategies and the relevant background information which 
allows a systematic analysis of the rich and varying phenomena of so-called 
mindreading.

The second question asks how the information we obtain to understand 
others is stored and organized. The central claim is that information about 
other humans as individuals or types of persons is stored and organized 
in person models. These models are realized on two levels, namely the 
implicit level of person schemata and the explicit level of person images. 
Person models are representational structures like objects files unifying the 
information about an entity, e.g. another individual or a group of individuals, 
in a form that is less demanding than a full-fledged theory as proposed in TT.

Concisely, a model contains a unified body of information. This 
minimal integrated package of information enables us to understand a part 
of the world, e.g. by enabling us to represent an entity, such as an object, a 
property, a process, etc. The resulting model enables a person to represent 
such an entity in our world. If the information of a model is enriched over 
time, it unfolds into an understanding of the represented entity. In the 
case of understanding others, the relevant models are especially models of 
persons. Thus, a person model of an individual constitutes a unified body 
of information about the relevant individual. A person model typically has a 
label, namely the person’s name, and it is under normal circumstances causally 
anchored in an entity which is ideally identical to the person in question. 

3 The notion of ‘epistemic strategies’ is understood in a wide sense and is here used equivalent 
to ‘cognitive strategies’, i.e. it does not imply specific high-level epistemic abilities like 
conscious deliberation and, thus, is not necessarily demanding. The answer to the question 
concerning which epistemic strategy humans use leaves still quite some room for an answer 
to the second question. One could in principle defend a simulation theory concerning 
the epistemic strategy and argue that the relevant background information for simulation 
is organized in person models or organized as a folk psychological theory, etc. Our view 
consists in the combination of the multiplicity claim concerning epistemic access and the 
organization of background information as person models.
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(Under certain circumstances, this condition might not be fulfilled, either 
because something went wrong or because the respective person is non-
existent, such as in the case of fictional characters). It is further argued that 
philosophical theories so far have tended to ignore the fact that we usually 
understand others by relying on rich background information concerning 
them and their situation. (A possible exception within the representatives of 
IT is Gallagher (2011).) In addition to person models we also need situation 
models – as we will argue below.

The two central aspects of PMT, the multiplicity of epistemic strategies 
and the organization of relevant background information in form of models, 
are explicated and motivated in more detail below.

3.2 Main Concepts
A Multiplicity of Strategies for Understanding Others

There are two main arguments employed to defend the multiplicity view 
concerning epistemic strategies. (i) The ontogenetic argument indicates that 
the ontogenetic development of understanding others can best be explained 
by describing the development of a multiplicity of epistemic strategies such 
that no strategy is eliminated once acquired. (ii) The pathology argument 
turns on the observation that some cases of mental disorder can best be 
described by demonstrating that some epistemic strategies are lacking and, 
thus, others – which are still available – are used as substitutions, even 
though they often cannot compensate for the complete lack of the original 
strategies.

Ad (i) The ontogenetic argument: Quite early on, babies rely on online 
understanding by coordinated interaction. They develop an expectation of 
an interaction scheme as demonstrated by the still-face paradigm. Direct 
perception is very relevant starting from early infancy, as proven by face-based 
sensitivity for and recognition of emotions based on direct perception (Zahavi 
2011; Newen et al. 2015). During ontogeny, we develop further important 
strategies for understanding others, which also include strategies of offline 
understanding. It will also be indicated that we cannot observe any general 
dominance of one of these strategies, but that the activation of a specific 
strategy is dependent on the context while strategies are often activated in 
combination. At the age of 9 to 12 months children learn to understand 
others as participating in joint attention and joint action (Tomasello 
1999), where the latter is demonstrated e.g. by understanding the other as 
following a plan like jointly constructing a Lego house (at 18 months). At 
2.5 years children become sensitive to rules and norms such that they insist 
that group members follow rules. This involves an understanding of others 
as rule-followers, i.e. as members of the group governed by expectations 
concerning rule-following behaviour in relevant situations (Rakoczy et al. 
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2008). Furthermore, there is the well-studied ability to understand others 
by explicit false beliefs (age 4 onwards) which enables explicit theory-based 
inferences or explicit simulation strategies to understand others.4 This is 
correlated with early moral understanding (see above). Finally, understanding 
by explicit second-order false beliefs develops between age 7 to 9 (Wimmer & 
Perner 1983). Additional epistemic strategies can be fruitfully distinguished 
as developing later in the process of growing up.

There is consensus that these abilities come gradually, and that abilities 
acquired early remain intact and in use even when more sophisticated 
abilities are available. To illustrate: looking at the face of a person, I may 
directly perceive an expression of anger. However, when I am informed that 
she is suffering from Parkinson’s disease and therefore has severe limitations 
in controlling her facial expression, I will evaluate the same facial expression 
quite differently. Despite having a standard ‘reading’ of emotions from 
facial expressions, this new knowledge about Parkinson’s disease helps me 
to override my spontaneous perception. Although the direct perceptual 
impression is still in place, I will override it in this context and use a theory-
based inference to reach a new evaluation of the person, relying on other cues 
including the person’s linguistic utterances. This also illustrates the context-
dependence of the preference of one strategy over the other.

Ad (ii) The pathology argument: Some mental disorders essentially 
involve significant deficits in social understanding, and these cases can best 
be explained such that at least one strategy of the normal bundle of strategies 
is lacking. This can be illustrated by looking at people with Asperger’s 
syndrome who lack an intuitive understanding of others. They are unable to 
directly perceive emotions based on facial expressions and they tend to avoid 
social interactions (Vogeley 2012). Thus, intuitive understanding by primary 
interaction or direct perception is (almost) unavailable for them. Since 
they also tend to experience themselves as being different (Vogeley 2012), 
they do not use simulation as a strategy. Consequently, they can only refer 
to theory-based inferences that might prove useful to understand others in 
certain situations (Kuzmanovic et al. 2011). However, they lack an intuitive 
generalization of this knowledge. Thus, in new or slightly modified situations, 
they again feel lost since they do not even have a theory on which basis to 
apply theory-based inferences. Since we have to deal with new or modified 
situations almost every day, autistic people notice their tendency to get lost 
and many of them avoid social encounters. This special situation is explained 
by the fact that in contrast to the usual availability of multiple strategies of 

4 It is an open debate how exactly theory-of-mind abilities and understanding by narratives 
are related to each other. While Hutto (2008) claims that the latter is more primitive than 
the former, we presuppose here that understanding by narratives is based on a theory-of-
mind ability and enriches it. Thus, we do not discuss its role in addition to theory-of-
mind abilities.
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understanding, they are left mainly with theory-based inferences and need 
an explicit corpus of knowledge to apply them (since they lack intuitive 
generalization) (for further arguments concerning the multiplicity view, see 
Newen 2015a, 2015b; Fiebich & Coltheart 2015; Fiebich 2015).

In sum, social understanding usually relies on a multiplicity of epistemic 
strategies which are selected in a highly context-dependent manner (as 
demonstrated with the Parkinson case). Concerning the epistemic strategies 
of social understanding, we may indicate that social understanding is strongly 
dependent on the actual context.5

Person Models as Unified Information Structures (Person Files)

Having argued for the multiplicity view of epistemic strategies for 
social understanding, we shall focus now on the organization of the relevant 
background information in the form of so-called person models. There are 
only a few authors who have considered and developed an account discussed 
under the label ‘Model Theory’ (Newen & Schlicht 2009; Maibom 2009; 
Godfrey-Smith 2005). The early motivation of Godfrey-Smith (2005) and 
Maibom (2009) offers a general answer to the status of our folk-psychological 
knowledge, both adopting the perspective of philosophy of science. Maibom 
defends a version of the claim that folk psychological knowledge has the 
status of a model, while understanding a model as a special version of a 
theory such that she remains in the camp of TT. One important advance is 
that she argues that a model can be based on ordinary everyday knowledge 
and need not presuppose special knowledge. Godfrey-Smith agrees with the 
latter characterization but also makes important additions by suggesting a 
specific understanding of ‘model’ which is different from Maibom’s version. 
According to Godfrey-Smith, a model should not be understood in the 
tradition of a semantic view of theories. Furthermore, a model can be used 
in different ways such that we should distinguish between a model and its 
specific interpretation which he calls a ‘construal’. Newen’s6 account (2015a; 
2018) shares the denial of a semantic understanding of ‘model’ and in 
addition denies that a model needs to have the structure of a theory. We need 
a widened understanding of ‘model’ because this is necessary to enable us to 
account for the ontogeny of social understanding which is not the focus of 
either Maibom or Godfrey-Smith.

5 PMT is a full-blown theory of understanding others and is has been developed in a 
sequence of articles (Newen/Schlicht 2009; Newen 2015a; Newen 2015b; Newen 2018). 
In this article, the structural organization of background knowledge in form of person 
models and situation models as well as their interaction is in focus. 

6 The use of the third person here indicates that the second author, Coninx, although 
accepting the general line of the PMT, does not accept all facets of the person model 
theory as presented by Newen (2015).
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In line with Godfrey-Smith, Newen argues that a model can be much 
more parsimoniously and flexibly used, for instance by relying merely on 
particular parts of the model to understand certain parts of our world. The 
used model is not necessarily a theory of the world. Due to its ontogenetic 
perspective, Newen’s (2015a) view on models needs to be distinguished 
from the claim that “one person predicts another by using a theoretical 
model” (Godfrey-Smith 2005, p. 7). Social understanding involving models 
can take place at different levels (see previous section) and one basic 
type is online understanding by coordinated interaction. In these cases, the 
model is not theoretical but perhaps just a memorized interaction schema 
associated with and expected in relation to a certain person. Models can be 
rather parsimonious information units which especially cluster information 
about one person (or one situation).7 Focusing on information units 
about persons, their usage in early ontogeny can be without a theoretical 
stance: modelling a part of the world can be a different epistemic business 
than building a theory about it – and in early infancy, it clearly is – while 
models may unfold into theories during the systematic enrichment and 
restructuring of information.

Newen’s paradigm case of a structure of a model is what is described as a 
mental file (Perry 1990; Recanati 2012; Newen & Marchi 2016). We can create 
a mental file of an object with very little information about it and start to 
systematically enrich and restructure the information unified in this file until 
it deserves to be called a concept (Newen & Marchi 2016). Since combinations 
of concepts constitute beliefs and combinations of beliefs constitute theories, 
there is a cognitive route from parsimonious models of single entities in the 
world to a theory about complex parts of the world. Thus, folk-psychological 
knowledge which is quite different and variable in structure is usually given 
as a model, and may unfold into a theory.

There is for the time being only one philosophical approach which 
aims to unfold the rather general framework of relying on ‘models’ into a 
detailed account of understanding others. This is the recent work of Newen 
(Newen & Schlicht 2009; Newen & Vogeley 2011; Newen 2014, 2015a, 2018). 
The central claim here is that relevant information about other humans as 
individuals or types of persons is stored and organized in person models 
which are either implicitly available person schemata or explicitly available 

7  Our notion of ‘model’ can be negatively characterized as different from semantic models 
which have a very constrained structure as well as from complex models in philosophy 
of science which always have the status of explicitly available structures. Models 
positively characterized are systematic informational units which integrate information 
about an enitity into a file which is stored in our memory system. The whole integrated 
information of the file or a part it can be activated (together with at least one epistemic 
strategy) and remain implicit to register matching properties, to trigger expectations or 
evaluations concerning the relevant entity: this information could (but need not) also 
enter an explicit prediction or evaluation of the relevant entity.
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person images. The implicit person schema can typically be described as a 
unity of sensory-motor abilities and basic mental phenomena associated with 
one human being (or a group of humans). The schema typically functions 
without any explicit considerations and is activated when directly seeing or 
interacting with another person. In contrast to this implicit dimension, a 
person image is constituted by explicitly (i.e. typically consciously) available 
information concerning physical and mental phenomena associated with and 
unified to belong to one human being (or a group of humans). Thus, a person 
image is the unity of rather easily and explicitly available information about 
a person, including the person’s mental setting. Both person schemata and 
person images can be developed for an individual, e.g. one’s mother, brother, 
best friend etc., as well as for groups of people, e.g., anthropologists, students, 
medical doctors, lawyers, etc. Furthermore, person models are not only 
created for other people, but also for oneself.

There is recent empirical evidence from neuroscience that we actually 
construct and rely on person models (Hassabis et al. 2013, see Newen 2015a, 
section 5.3). It has been shown that there are neural correlates of imagining 
two central features of the ‘big five’ in personality psychology, i.e. ‘agreeable’ 
in contrast to anti-social personalities, and ‘introvert’ in contrast to extrovert 
personalities. Furthermore, it was shown that the combinations of personality 
types like ‘agreeable-ness’ and ‘extroversion’ are represented in a systematic 
modulation of the medial prefrontal cortex.

Situation models and their intertwinement with person models

An account of full-blown PMT must mention one further component, 
namely situation models. Humans have the ability to understand others by 
completely abstracting from the individual: e.g. it can be sufficient to predict 
the behaviour of a restaurant guest that we expect her to act according to 
the conventions of a high-class restaurant. This type of understanding is 
developed together with rule-based understanding of others at the age of 2.5 
years (see above). In new contexts, especially in new cultural contexts, we 
begin by employing an understanding of others mainly on the basis of noticing 
rule-based behaviour which we discern as being adequate in a situation. For 
instance, as a European one learns to understand other restaurant guests 
by learning the rule-based behaviour characteristic of high-class restaurant 
situations in Japan (special greetings, taking off shoes, sitting in a special way, 
etc.). Thus, we not only create person models but also situation models, and 
our understanding of others uses both types of model as input and selects 
the model most helpful for evaluating the other person’s behaviour. In the 
following, we explicate in two steps, first, why situation models are necessary 
and, second, how person models and situation models interact in the social 
evaluation process (figure adapted from Newen 2015a, p. 21).
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The relevance of situation models is based on the observation that 
situation models are sufficient to understand others, if we need not account 
for the individual person we aim to understand. If one is not interested in 
another as an individual, but merely as another agent in a situation, the 
situation itself often offers sufficient information to predict the behaviour of 
the people and to coordinate one’s own action with theirs, e.g. many shopping 
interactions are of this type. Furthermore, situation models allow us to 
predict the behaviour of all people fulfilling typical roles in the situation, e.g. 
the role of the guest, the seller or the cleaning person within a restaurant. 
Since humans frequently need to coordinate actions with many persons in 
the same situation, understanding others on the basis of situation models is a 
very important tool for life in larger groups. The distinction between person 
models and situation models is also captured in the difference between reason 
explanations which focus on consideration of an individual, on the one hand, 
and causal history explanations which highlight the relevant situation and 
how it developed, on the other hand (Malle et al. 2006, Fiebich 2015).

Thus, a full-fledged theory of understanding others needs to include 
situation models as well as basic ideas of the interdependence of personal 
models and situation models. A situation model is a pattern constituted 
by a sequence of typical activities or events in a type of situation involving 
human agents whereby the agents are only represented in an unspecific way 
comparable to variables in logic. Paradigmatically, this includes situations, 
such as entering a fast-food restaurant to arrange your lunch, entering a class 
room to participate in a university seminar, entering a bar to meet friends, 
etc. We need situation models to coordinate quickly with others according 
to social expectations in such situations, even if we do not know the persons 
involved. Of course, we need to account for the fact that situation models 
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vary intensely across cultures, e.g. how you have to behave in a restaurant is 
quite different in Japan and the United States.

Finally, we will briefly illustrate the second aspect, i.e. how person 
models and situation models interact. If we consider once more the restaurant 
situation, then a typical case could be that while waiting in the queue to order 
lunch, one starts to communicate with the person in front. This immediately 
initiates a basic person perception (Macrae & Quadflieg 2010; Newen 2015a) 
which leads to the creation of a person model, at least, in the working memory. 
Whether it is transferred into long-term memory depends on attentional 
features that rely on the estimated relevance of this interaction for future life. 
For instance, if the person in front impresses us a lot or if we discover that 
she will start working in the same company, this would lead to the creation 
of an explicit person model, i.e. a person image, which is enriched step by 
step during each encounter. If we have a minimally rich person model, it is 
cognitively economical to rely on this person model whenever interacting 
with the person. It allows for much better predictions because we can account 
not only for the general information concerning a situation type, but also for 
the more fine-grained information about this very person.

Situation models can be enriched by person models and the other way 
around: a situation model is a pattern constituted by a sequence of typical 
activities or events in a type of situation involving human agents whereby 
the agents are only represented in an unspecific way comparable to variables 
in logic. Person models can enrich these variables in a way that can be 
compared to substituting a variable by a logical constant (by fitting the 
person representations into the unspecific agent slots of the event structure). 
If one engages in a social understanding with an activation of a person 
model, it can of course be naturally enriched by integrating the person 
model into a relevant situation model (by including person representations 
into an event sequence). The richest understanding of a social situation is 
possible, if we have a detailed situation model. For instance, when we are 
at a formal birthday party, and we know each member of the party, we can 
enrich the situation model with all relevant person models. This allows us 
to deliver detailed explanations and make detailed predictions. To sum up: 
We rely on both person models and situation models. Situations models 
are more important for basic social perceptions of situation including the 
agents involved in the situation (but ignoring them as individuals), while 
person models are especially fruitful, if an understanding of the individuals 
themselves is relevant. The richest understanding demands a combination of 
both and their integration in a structurally fitting manner.

3.3 General Profile and Advantages of PMT

The person model theory (PMT) contains both, a theory about the 
epistemic strategies involved in social understanding and a theory about 
the organizational structure of relevant background information, either in 
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person models or situation models. The resulting general picture of social 
understanding is the following. Social understanding needs the activation of 
at least one epistemic strategy. Epistemic strategies can be used individually 
or in combination as they gradually occur in ontogeny. Epistemic strategies 
are activated in a particular situation by social cues. This activation can be 
based on a single social cue, e.g. biological motion, but typically, it relies 
on the perception of many social cues at once, e.g. in the case of emotion 
recognition based on facial expression, body posture, gestures. Moreover, 
in the activation of a particular epistemic strategy typically person models 
and/or situation models are involved. Social understanding does not merely 
rely on directly perceivable social cues but also on background information 
organized in models. Person models and situation models of certain entities 
also unfold ontogenetically (Newen & Marchi 2016) and are systematically 
enriched by the new information a person receives. Thus, these models are 
not rigid but dynamically developing.8 This enables flexible and reliable 
social registration, prediction and evaluation. The interaction of epistemic 
strategies, person models and situation models enables thereby a great variety 
of types of social understanding. In a simplified overview, we distinguished 
ontogenetically three main types of social understanding:

(i) online understanding of others realized as coordinated interaction or 
as participating in joint attention and joint action, typically based 
on intuitive epistemic strategies like direct perception or low-level 
simulation in combination with person model information, e.g. a 
child smoothly interacting with its mother activating an interaction 
schema or joint attention concerning an object.

(ii) understanding of others as rule-followers realized as expecting others 
to follow rules which are constitutive for members of a social group 
in a specific situation. This is based on person models for types of 
individuals which are also called person models of groups (Newen 
2015a), e.g. when we recognize a person as a member of a soccer 
club, we expect him to be a good soccer player preparing for a 
game when it is time to do so or to help preparing a club party 
when the celebration of the local championship is announced. 
These examples illustrate that person models of groups (types of 
individuals) are essentially involved and they have to be combined 
with situation models to activate specific expectations. Furthermore, 
some epistemic strategy has to be activated and this can be any 
of the available strategies. Such a flexible use of the most efficient 
epistemic strategy is also presupposed for the third type of social 
understanding:

8 This implies that the epistemic strategies are not only used to register and evaluate a 
social situation but they are at the same time a tool of adjusting the contents of person 
models and situation models.  
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(iii) understanding of others as having an individual mindset of attitudes 
realized by the attribution of beliefs, desires, hopes, fears, etc. to 
others in a certain situation. This is based on person models of 
individuals in a specific situation. Thus, persons are represented 
as having individual beliefs and desires such that e.g. they can be 
predicted not to behave according to a relevant social roles they 
have in a situation but according to their individual mindset which 
can differ from relevant social expectations.

In the scope of this article, the PMT cannot be outlined in more detail. 
However, it has been illustrated that PMT clearly differs from its competitors. 
PMT can account for the plurality and development of epistemic strategies 
employed by a person in different situations with regard to different agents and 
in different stages of ontogenetic development. In addition, the introduction 
of the person model enables the understanding of several important aspects 
which at least one of the competitors fails to account for:

1. The person model theory can convincingly account for the 
difference between understanding a complete stranger by relying on 
a situation model and understanding a well-known familiar person 
by relying on a rich and more specific person model. No other 
theory can account for the systematic understanding of individual 
idiosyncrasies and the relevance of cultural schemata of how to 
behaviour in a particular context. On the contrary, person models 
and situation models can do the job.

2. By appealing to the distinction between implicit and explicit person 
models, PMT can account for the difference between basic or 
intuitive understanding and complex or theory-based understanding 
of others which is underdeveloped in TT.

3. With the difference between a person model of oneself and 
person models of others, PMT can account for an understanding 
of others which goes beyond the own-self model as the sole 
source of understanding others, contrary to ST. PMT can account 
both for an understanding of others based on the self-model and 
an understanding of others based on the person model of other 
individuals or types of individuals which can be radically different 
from the self-model.

4. PMT differs from IT, since it addresses not only basic online 
understanding, but also offline social understanding.

5. Furthermore, with the outlined dynamics between situation models 
and person models, PMT especially offers a tool to account for 
situational and personal features as well as the cultural variation of 
their relevance. Thus, it seems correct to call PMT a new approach, 
not just a variant of an existing one.
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3.4 Challenges
PMT is a new framework to account for understanding others which 

confers several advantages compared to the alternative accounts. Nevertheless, 
it is still accompanied by open questions and challenges. This includes 
among others a more precise investigation of how the different epistemic 
strategies interact and under which conditions one strategy is preferred in 
case it conflicts with another. Moreover, there is a need to clarify further how 
person models are individuated and how they are cognitively implemented. 
While in the published work, there is a description of an fMRI study of 
Hassabis et al. (2013) that provides evidence for person models as models 
of personality types (person schemata for groups), it would be helpful to 
provide similar evidence concerning the implementation of person models of 
individuals. PMT also needs an explication of the borderline between person 
models of groups which are already general and rather general knowledge 
of folk psychological rules as described by TT. Finally, a detailed description 
of the interaction between situation models and person models is needed as 
they strongly influence each other: a person often has different dispositions 
to behave, to the point of virtually different personality traits showing up 
depending on the situation. In a job situation a person may be extremely 
harsh, while being friendly in a family context.

4. Concluding remarks

We discussed the four main theories of understanding others: ST, TT, 
IT and PMT. While the first three accounts – which have indeed been under 
discussion in the philosophical literature for quite some time – reveal critical 
gaps, PMT offers a promising attempt to close these gaps, albeit still having 
open questions that its defenders have to answer. The future of the debate 
about social cognition will tell which theory is the most fruitful framework 
and how it should be unfolded to deliver the most adequate descriptions 
and predictions. This is clearly an interdisciplinary challenge which requires 
the combination of insights at least from philosophy, psychology, psychiatry 
and neuroscience. The current state of knowledge indicates the need for a 
multidimensional and flexible understanding of human mindreading which 
involves individuals, groups, cultures and situations.
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Abstract. This article discusses Hilary Putnam’s views on the mind-body problem, by 
locating them in the general context of a satisfying pluralistic naturalism that he tried to 
articulate throughout his entire philosophical career. The first attempt in this direction 
was computational functionalism, his version of psychological functionalism centered 
on the analogy between mind/body and software/hardware, which (differently from 
David Lewis and others) he came to think of as an empirical hypothesis. That was a very 
successful proposal; however, later Putnam abandoned it and embraced what he called 
“liberal functionalism”. The reason for this change of mind was twofold: on the one hand, 
Putnam reached the conclusion that computational functionalism was incompatible with 
his views on semantic externalism; on the other hand, he began to think that mental states, 
besides being compositionally plastic (i.e., two entities can be in the same psychological 
state without being in the same physical state), are also computationally plastic (i.e., two 
entities can be in the same psychological state without being in the same functional state). 
In conclusion, I will argue that “liberal functionalism” opened an interesting perspective 
for a successful non-reductive version of naturalism.
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1. From computational functionalism
to liberal functionalism

Hilary Putnam was an omnivorous philosopher: paraphrasing Terence’s 
famous words, one could say that nothing philosophical was alien to him. 
From philosophy of mind to epistemology, logic to philosophy of language, 
history of philosophy to metaphysics, philosophy of religion to ethics, he offered 
contributions that were always brilliant and often seminal. However, as is well 
known, Putnam’s huge philosophical work was marked by frequent changes of 
mind; therefore, one may think that his philosophical development was devoid 
of continuity. This interpretation, however, would be mistaken, since several 
well-defined major threads and unchanged goals unified his entire philosophical 
production – and this is particularly true of his reflection on the mind-body 
problem, which is the subject of this paper. Therefore, in order to understand 
the trajectory of Putnam’s thought regarding the mind-body problem, one has to 
consider three other main themes which remained constant in most of his work:

1. The search (which began at the beginning of the Sixties) for an 
encompassing form of liberal naturalism, able to do justice to the 
scientific worldview, on the one hand, and the manifest worldview 
with his ineliminable normative components, on the other hand;
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2. The pursuit of a scientific realism immune from the insurmountable 
difficulties of the so-called “metaphysical realism” (the idea that there 
is exactly one true and complete description of the way the world is);

3. An uninterrupted allegiance to semantic externalist (which started at 
the beginning of the Seventies);

1.1. Computational functionalism

Computational functionalism was Putnam’s first accomplished attempt 
to answer the mind/body problem.1 The target that Putnam had in mind 
when he developed his functionalist view (or “computational functionalism”, 
as he came to call it later) was the so-called “mind-brain type identity view” 
(proposed by Smart, Place, and Feigl), according to which mental types of 
events are identical to physical (that is, cerebral) types of events. Putnam 
offered a famous argument against that view. Take a human’s mental event, 
such as feeling pain. Now, imagine an octopus having pain. The octopus is 
in the same mental state of the human, but certainly its physical state is very 
different from the human’s physical state (in fact, the octopus has a brain that 
is anatomically very different from ours).2 Moreover, besides octopuses, also 
a huge number of animals that feel pain have brains and nervous systems 
very different from ours and from each other (and nowadays we even have 
some evidence that even vegetables may feel pain).3 But there is more: we 
can imagine that also robots or aliens physically very different from us could 
be able to feel pain – and it may well be that these entities are possible. So, 
if it is true that even a robot, made of silicon instead of carbon, or an alien, 
made of who knows what, could feel pain, it means that there is a potentially 
unlimited number of physical bases of pain. Consequently, there cannot be a 
type-identity between the mental and the physical, because the physical type 
in question is unavoidably open-ended.

An alternative view, which Putnam started to elaborate in 1960, was based 
on the view that the mind should be interpreted as a Turing machine or as a 
piece of software running on some hardware (the brain). The mind, in this 
sense, is a program hardwired in a physical basis (for humans, the brain) and 
it defines all the mental states, which are seen as intrinsically computational; 
and, more specifically, each mental state is functionally defined by its causal 
inputs and outputs, independently of its physical base. In this light, if a mental 

1 See the last seven essays in H. Putnam, Mind, Language, and Reality. Philosophical Papers, 
vol. II, Cambridge University Press, Cambridge 1975. 

2 “In an octopus, it is not clear where the brain itself begins and ends. The octopus is 
suffused with nervousness” (P. Godfrey-Smith, “The Mind of an Octopus”, Scientific 
American Mind, 28, 1, 2017, pp. 62–69; retrieved at https://www.scientificamerican.com/
article/the-mind-of-an-octopus/). 

3 Frank Kühnemann of the Institute for Applied Physics in Bonn has found out that “when 
a leaf or a stem is cut off, the plant ‘cries out’ in pain by releasing the gas ethylene over its 
entire surface”: see https://www.dw.com/en/when-plants-say-ouch/a-510552–1. 
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state of a human and one of a robot play the same causal role, the human and 
the robot are in the same computational (i.e., mental) state.

1.2. Liberal functionalism

At the beginning, Putnam interpreted computational functionalism as 
valid a priori (as long as there minds exist, of course), but later he came to see 
it as a (strongly corroborated) empirical hypothesis. However, finally, he saw 
insurmountable difficulties with computational functionalism as such and 
abandoned it altogether. This is how Putnam summarized how his attitude 
toward this view changed:

In “Minds and Machines” I assumed that the brains of both robots 
(pretend there are intelligent ones!) and humans can be described as 
computers. I suggested, but didn’t commit myself to, the idea that the 
mental states of those robots and those humans could be identified 
with what I called the “logical states” of their brains, meaning by that 
the states described by their programs. I called them “logical states” to 
emphasize that the physical description of those states was irrelevant; if 
a robot “brain” and a human brain have the same program, then the 
human and the robot have the same mental states, if that idea is right. 
Subsequently, I committed myself to this identification of mental states 
and computational states as an “empirical hypothesis”. Very soon, I found 
difficulties with the identification of mental states and computational 
states—difficulties that led me to various reformulations.4 Eventually, 
I found I couldn’t reconcile this identification with my advocacy 
of externalist and anti-individualist semantics in “The Meaning of 
‘Meaning’”, and I finally I discarded it as “science fiction”.5

As Putnam hints in this passage, the main reason for which he abandoned 
computational functionalism was that he realized its incompatibility with 
another view he had been defending since the beginning of the Seventies: 
semantic externalism. Putnam presented the latter view by appealing to the 
famous “Twin Earth” thought-experiment, which started the “externalist 
revolution” (to paraphrase John Heil 1992, 24). Here is how Putnam 
summarizes that thought experiment:

Imagine a planet like earth—call it “Twin Earth”—on which the 
liquid that fills the lakes and rivers, that people drink, etc. is not H2O 
but a different compound XYZ, with similar superficial characteristics. 
The Twin Earthers are supposed to be our “Doppelgangers”; some of 

4 Putnam describes these reformulations in his autobiographical essay in S. Guttenplan 
(ed.), A Companion to the Philosophy of Mind, Blackwell, Oxford 1993, pp. 507–513.

5 H. Putnam, “Corresponding to Reality”, in H. Putnam (eds.), Philosophy in an Age of 
Science, ed. by M. De Caro and D. Macarthur, Harvard University Press, Cambridge 
(MA) 2012, pp. 72–90; quotation at pp. 39–40. 
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them even speak English. Also, I imagine the year to be 1750, hence 
prior to the chemical composition of either water or twater (Twin Earth 
‘water’) being known. The English speaking Twin Earthers naturally 
call twater “water” (and the French-speaking ones call it “eau”, and the 
German-speaking ones call it “Wasser”). The linguistic intuition of the 
great majority of people who have considered this thought experiment 
is that upon learning that Twin Earth “water” doesn’t consist of H2O at 
all, we Earthers would say “it isn’t really water”. The word “water” has a 
different meaning on Earth and on Twin Earth. Twin Earthian Oscar’s 
word “water” and Earthian Oscar’s word “water” are homonyms, but not 
synonyms. They do not have the same meaning—not even if Earthian 
Oscar and Twin Earthian Oscar happen to be microphysical duplicates!6

The famous slogan that Putnam derived from this view was “Meanings 
ain’t in the head!”; however, the slogan was too prudent, as Putnam repeatedly 
said later, since it should have rather be “Thoughts ain’t in the head!”. The 
externalist view that was supported by the Twin Earth experiment concerned 
our causal interactions with the physical world: so it could be called “physical 
externalism”. However, Putnam also defended another version of externalism, 
“social externalism”, on the basis of the idea of the “linguistic division 
of labor”, according to which the necessary and sufficient conditions for 
individuating the referents of a general name (such as “elm” or “aluminum”) 
are “all present in the linguistic community considered as a collective body; 
but that collective body divides the ‘labor’ of knowing and employing these 
various parts of the ‘meaning’ of [that general name]”7.

The reason why semantic externalism is incompatible with computational 
functionalism is not difficult to understand, even if Putnam resisted several 
years before drawing such conclusion. As said, according to computational 
functionalism, thoughts are internal to the mind on the individuals; according 
to semantic externalism, instead, thoughts reach out the individual minds, 
since they involve our transactions with the external world (natural and 
social). Writes Putnam:

I had to give up “functionalism,” for example, that is, the doctrine 
that our mental states are just our computational states (as implicitly 
defined by a “program” that our brains are hard-wired to “run”), 
because that view is incompatible with the semantic externalism that 
years of thinking about the topic of reference had eventually led me 
to develop. If, as I said in “The Meaning of ‘Meaning’,” our intentional 
mental states aren’t in our heads, but are rather to be thought of as 
world-involving abilities, abilities identified by the sorts of transactions 

6 H. Putnam, “The Development of Externalist Semantics”, in H. Putnam, Naturalism, 
Realism, and Normativity, ed. by M. De Caro, Harvard University Press, Cambridge 
(MA) 2016, pp. 199–212.

7 H. Putnam, “The Meaning of Meaning”, in Id., Mind, Language and Reality, cit., pp. 215–
271; quotation at pp. 227–228.
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with our environment that they facilitate, then they aren’t identified 
simply by the “software” of the brain.

Putnam justified his abandonment of computational functionalism 
also in another way. In fact, he came to realize that mental states “are not 
only compositionally plastic, that is, capable in principle of being realized 
in different sorts of hardware, but computationally plastic, that is, capable 
of being realized in different sorts of software.”8 Mental attitudes such as 
“believing (or fearing or hoping) something” can be mapped onto, or realized 
by, a software in many different ways.9

However, Putnam did not entirely abandon functionalism: he rather 
reinterpreted it in an externalistic spirit, and called the resulting new view 
“liberal functionalism”. The idea behind the new view was that the mind 
is a system of object-involving abilities, which still are functions – but 
not functions that are merely hardwired in the brain of a speaker (as it 
was for computational functionalism), but functions that are intrinsically 
“transactional”, since from the start they involve the natural and social 
environment in which that speaker is located.

I still believe that our so-called “mental states” are best thought of 
as capacities to function, but not in the strongly reductionist sense that 
went with the model of those states as “the brain’s software.” They are, 
so to speak, “long-armed” functional states—their “arms” reach out 
to the environment, and their identity depends, as Ruth Millikan has 
stressed, on their evolutionary history.10

2. Putnam on naturalism and realism

Hilary Putnam strong refusal of the reductionist “mind-brain type 
identity view” and his attempts at formulating an adequate non-reductive 
functionalist view of the mind show that since the early stages of his 
philosophical career he had been looking for a satisfying non-reductive form 
of realistic naturalism.11 What he aimed at was a view that, while deeply 

8 H. Putnam, “From Quantum Mechanics to Ethics and Back Again”, in Philosophy in an 
Age of Science, cit., pp. 29–30.

9 See H. Putnam’s Representation and Reality, Cambridge (MA), MIT Press, 1988, and Id., 
Self-Portrait, in S. Guttenplan (ed.), A Companion to the Philosophy of Mind, Blackwell, 
Oxford 1993, pp. 507– 513.

10 H. Putnam, “From Quantum Mechanics to Ethics and Back Again”, in Philosophy in Age 
of Science, cit., pp. 51–71; quotation p. 51

11 See H. Putnam, Naturalism, Realism, and Normativity, cit.; see also M. De Caro, “Putnam’s 
Philosophy and Metaphilosophy”, introduction to that volume, pp. 1–18. Forms of non-
realistic naturalism have also been developed (think of Bas van Fraassen’s or John Dupre’s 
views, which deny that we can know that the atoms and the other unobservable entities 
exist). 
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respectful of the results obtained by the natural sciences (by refusing all 
supernaturalist interferences), did not assume that, at least in principle, such 
sciences could explain everything that could be explained.

Putnam’s first accomplished attempt to formulate a satisfying non-
reductionist form of naturalism was his “internal realism,” which took 
form in 1976.12 The core of that conception was an epistemic view of truth 
(truth in idealized epistemic conditions) inspired by C.S. Peirce and Michael 
Dummett. This view identified truth with justification in idealized epistemic 
conditions, which Putnam interpreted in a soft way:

If I say “There is a chair in my study”, an ideal epistemic situation 
would be to be in my study with the lights on or with daylight streaming 
through the window, with nothing wrong with my eye-sight, with an 
unfocused mind, without having taken drugs or been subjected to 
hypnosis, and so forth, and to look and see if there is a chair there.13

The main reason for which Putnam developed that view was his refusal 
of “metaphysical realism” (a view that had attracted him in the previous 
couple of decades), according to which reality can be completely described 
in exactly one way and that way precisely and ultimately fixes ontology. 
It should be noted, however, that even during his internal realism period 
Putnam never entirely abandoned scientific realism. First of all, he always 
thought that the theoretical terms of our best scientific practice do refer to 
real entities, even if such entities are in principle unobservable (i.e., electrons 
and black holes), and this means that he always rejected all forms of scientific 
antirealism, such as instrumentalism, conventionalism, operationalism, and 
relativism. Second, when he moved away from his pre-1976 physicalistically-
oriented realism toward internal realism, Putnam was motivated by his desire 
to shape a satisfying philosophical realism—that is, a realism able to accept 
simultaneously (1) the approximate and revisable correctness of the scientific 
worldview and (2) the approximate and revisable correctness of the ordinary 
worldview, which Putnam then believed (and never stopped believing) was 
threatened by the reductionist conceptions of reality. In this light, at least since 
1976, Putnam rejected all positions that are unable (or worse, do not even 
try) to do justice, at the same time, to science and to the ordinary view of the 
world. Arguably, Putnam’s painstaking and uninterrupted efforts to shape a 
version of naturalistic realism able to acknowledge the partial and revisable 
verisimilitude of both the ordinary and the scientific images of the world is 
one of his most relevant bequests to the next generations of philosophers.

Then, starting in 1990, Putnam abandoned internal realism; and 
that happened for two main reasons. First, he realized that the epistemic 
conception of truth was deeply inadequate. A convincing supporting example 

12 The best presentation of internal realism is in H. Putnam, Reason, Truth, and History, 
Cambridge University Press, Cambridge 1981. 

13 H. Putnam, Realism with a Human Face, Harvard University Press, Cambridge (MA) 
1990, p. vii. 
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of why truth is not epistemically constrained is a conjecture such as “There is 
no life outside the earth” – which may well be true but, if it is so, it would be 
unverifiable even in ideal epistemic conditions. In abandoning the epistemic 
view of truth, however, Putnam realized that he did not need to go antirealist 
in order to refuse the dogmatic view that he had called “metaphysical realism”. 
His new aim was, in fact, to develop “a modest non-metaphysical realism 
squarely in touch with the results of science”.14

The second reason that convinced Putnam to abandon internal realism 
was the so-called “no-miracles argument”, which he had developed in 1973, 
but whose relevance regarding the issue of realism he fully appreciated much 
later. This argument is based on the idea that the only way of accounting for 
the great explanatory and predictive success of the best theories of modern 
science is to acknowledge that these theories are true (or approximately true) 
in regard to the natural world and that they refer to real entities, even when 
those entities are unobservable. From the point of view of antirealism, on 
the contrary, the fact that science works so well in offering comprehensive 
explanations and extremely precise predictions of observable phenomena is 
an inexplicable mystery, if not a sheer miracle.15 Consequently, according to 
Putnam, we should consider our best scientific theories as approximately true 
and the entities such theories refer to as real. Unsurprisingly, antirealists have 
tried to attack the miracle argument in various ways, but in my view, Putnam 
and others have responded to those arguments in satisfying ways.16

Therefore, according to Putnam – apart from his internal realist period – 
scientific theories can be true (or approximately true) even in case we cannot 
ever verify them. However, even if he was a scientific realist, Putnam refused 
the strict naturalist view – and endorsed the liberal naturalist one – for 
two main reasons. First, because of the phenomenon he called “conceptual 
relativity,” which means that some theories can be cognitively equivalent, 
even if prima facie they appear to be incompatible. (This phenomenon could 
less equivocally be called “descriptive equivalence,” since the original term 
may suggest a connection with relativism and antirealism that is entirely 
inappropriate.) As Putnam convincingly argued, in some scientific fields such 
as mathematical physics, this phenomenon is ubiquitous:

To take an example from a paper with the title “Bosonization as 
Duality” that appeared in Nuclear Physics B some years ago, there 
are quantum mechanical schemes some of whose representations 
depict the particles in a system as bosons while others depict them 

14 H. Putnam, Ethics without Ontology, Harvard University Press, Cambridge (MA) 2004 p. 
286, n.1.

15 During his internal realism years Putnam defended both the no-miracles argument and 
the epistemic view of truth: he solved this obvious tension by abandoning the latter view 
in 1990 (analogously, as we have seen, between 1960 and the mid-1980’s he tried to 
reconcile computational functionalism with semantic externalism, until he realized that 
they were incompatible). 

16 H. Putnam, “Corresponding to Reality”, cit.
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as fermions. As their use of the term “representations” indicates, real 
live physicists—not philosophers with any particular philosophical axe 
to grind—do not regard this as a case of ignorance. In their view, the 
“bosons” and “fermions” are simple artifacts of the representation used. 
But the system is mind-independently real, for all that, and each of its 
states is a mind-independently real condition, that can be represented 
in each of these different ways. And that is exactly the conclusion I 
advocate...[These] descriptions are both answerable to the very same 
aspect of reality...they are “equivalent descriptions”.17

The second reason for which Putnam refused strict naturalism is more 
interesting for our purposes. This is the fact that, in his view, the ontology of 
the world cannot be limited to the entities and properties described by physics:

I do indeed deny that the world can be completely described in 
the language game of theoretical physics; not because there are regions 
in which physics is false, but because, to use Aristotelian language, the 
world has many levels of form, and there is no realistic possibility of 
reducing them all to the level of fundamental physics.18

One of Putnam’s favorite examples in this sense was that, depending on 
what our interests are, we can correctly and usefully describe a chair in the 
alternative languages of carpentry, furniture, design, geometry, or etiquette. 
Each of those descriptions is useful in its specific way, without being reducible 
to any of the others. Moreover, there is no fundamental and unifying theory of 
what being a chair is, so to speak. And this is true of a vast amount of entities 
(possibly of all of them, with the exception of the entities of microphysics), 
since they can all be described in different ways; and this is not just because 
of conceptual relativity, but also because things have different properties 
that belong to different ontological regions. A poem is real, for example, but 
certainly its properties cannot be accounted for by any natural science; or 
moral (or immoral) actions exist, but not in the ontological region of physics 
– even if, for Putnam, being a poem or being a moral action are properties 
that globally supervene on physical properties.

According to Putnam, the old ontological project of providing a unified 
inventory of the universe, which would supposedly encompass the referents of 
all possible objective statements – a project of which contemporary metaphysical 
realism is a very clear expression – has made us wandering in Cloud Cuckoo 
Land for too long.19 And this means, for Putnam, that Ontology with a capital 
“o” is a dead project. However, another form of ontology (one with a lower-
case initial) is still possible, i.e., the search for the entities our best theories and 
practices commit us to. The latter project, however, cannot be carried out if one 
is driven by the ideological bias that there has to be one, and only one, true 

17 Ibid., p. 64.
18 Ibid., p. 65.
19 H. Putnam, Ethics without Ontology, cit.
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theory of the world; nor can it be carried out without noticing that there are 
different mutually irreducible ontological levels. And it is a pragmatic question 
which level is relevant to a particular discursive practice. In this light, Putnam’s 
liberal naturalism incorporated causal pluralism (in his view causation and 
explanation are inextricably interconnected notions)20 and the refusal of the fact-
value dichotomy (since, in his view, values and normativity are ubiquitous).21

Putnam’s view of the mind changed in parallel with his attempts at 
defining a satisfying form of non-reductive naturalism. In this sense, Putnam 
remained a functionalist in a broad sense since he continued to understand the 
mind in terms of its “functions”, both internal and external, although not now 
characterized in computational terms. His later conception of the mind as a 
“structured system of object-involving abilities”,22 however, built upon his long-
standing commitment to semantic externalism by taking seriously that there is 
no interface between the mind and world in perception or conception:

The identification of naturalism with such “reduction programs” 
as the program of reducing the intentional to the non-intentional, 
or dispensing with intentional and normative notions entirely is a 
mistake, and I have been explaining how that mistake led me, at 
one time, to abandon the very realist intuitions with which I started. 
Some naturalists are reductionists, to be sure, and reduction programs 
have sometimes succeeded, but counting oneself as a naturalist does 
not require one to subscribe to reduction programs that are, as far as 
we can now tell, utterly unrealistic. The liberalized functionalism I 
advocate is an antireductionist but naturalist successor to the original, 
reductionist, functionalist program. For a liberalized functionalist, 
there is no difficulty in conceiving of ourselves as organisms whose 
functions are, as Dewey might have put it, “transactional”, that is 
environment-involving, from the start.23

According to the later Putnam, then, a feasible liberal functionalism about 
the mind has to be conceived in the context of a general liberal naturalism 
that reconciles what science tells us about the world with the irreducibility of 
the intentionality of the mental. And I think that this idea is one of the most 
important ones that this great philosopher left us with.24

20 H. Putnam, The Threefold Cord. Mind, Body, and World, Columbia University Press, New 
York 1999, pp. 137–150.

21 H. Putnam, The Collapse of the Fact/Value Dichotomy and Other Essays, Harvard 
University Press, Cambridge (MA) 2002, and Id., “The Fact/Value Dichotomy and Its 
Critics”, in Philosophy in an Age of Science, cit., pp. 283–298.

22 H. Putnam, “Replies”, The Philosophy of Hilary Putnam, monographic issue of 
Philosophical Topics, 2, 1 1992, p. 256.

23 Putnam, “Corresponding with Reality”, cit., pp. 82–83. 
24 I am greatly indebted to Hilary Putnam for the innumerable conversations I had with 

him in regard to the issues discussed in this article. 



CIP – Каталогизација у публикацији
Народна библиотека Србије, Београд
1
   FILOZOFSKI godišnjak = Belgrade philosophical 
annual / editor Slobodan Perović. – God. 1, br. 1 (1988)–    . 
– Belgrade : Institute of Philosophy, Faculty of Philosophy, 
1988-    (Belgrade : Službeni glasnik). – 24 cm
Godišnje. – Glavni stvarni naslov od br. 28 (2015) Belgrade 
philosophical annual. – Tekst na engl. jeziku.
ISSN 0353-3891 = Filozofski godišnjak
COBISS.SR-ID 15073792



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


